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ABSTRACT

Although segmentation is an important process in image clas-
sification, selecting among different segmentors and their pa-
rameters is a difficult task. This work proposes a reference
free index that returns the quality of segmentation, consider-
ing the classes that the user intends to classify. Considering
a gaussian distribution, this index was tested to evaluate seg-
mentations of an optical simulated image, a LANDSATS/TM
image in a Brazilian Amazon area and its derived fraction im-
age. Index results presented higher values for segmentations
more similar to the reference image, and also good agreement
with overall accuracy values when classifying the images.

Index Terms— Segmentation index, segmentation evalu-
ation, optical data segmentation

1. INTRODUCTION

Segmentation plays an important role in remote sensing im-
age classification. The pixelwise classification results often
show some isolated pixels due to outliers, noise on the imag-
ing process or single objects in the scene that are not relevant
to the analysis. For the aim of producing land cover maps,
object-based or region based classification is usually a better
option to obtain more homogeneous regions.

There have been many attempts to evaluate segmentation
results, as, for example, [1] and [2]. Most of them try to as-
sess the quality of the segmentation regardless of its purpose.
They are based only on the characteristics of the segments
with respect to the original data set.

This research proposes an index that measures the suit-
ability of a given segmentation to a specific classification task.
The index has three components: I, v and Dist. I and v are
unsupervised and assess the quality of the segmentation in
general: I measures the homogeneity of the segments and v,
the difference among the adjacent segments. The third com-
ponent, Dist, relates the segmentation to a class set, and is
used to weight the other parameters. With the use of this com-
ponent, the index has higher (i.e. better) values if different
classes are in different segments.
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2. PROPOSED INDEX

The proposed index is an improvement of the index devel-
oped by [3]. The aim of a segmentation is to maximize intra-
segment homogeneity and intersegment heterogeneity. Both
indices reflect these measures, representing the quality of a
segmentation as a combination of intra-segment variance (v)
and Moran’s Index (I). The higher value represents the best
segmentation in a given image.

In the objective function (OF) proposed in [3], the index is
vulnerable to the number of segmentation attempts, because
the normalization is made after the indices are calculated. The
Objective Function proposed by [3] is given by:

OF = F(v) + F(I) (1)
in which:
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v; 1s the variance and a; is the area of region ¢; n is the to-
tal number of regions, y; is the mean digital number of region
R;, y; is the mean digital number of region R; and 7 is the
mean digital number of the image. w;; is the measure of the
spatial adjacency of regions R; and R;. If these regions are
adjacent, w;; is one. Otherwise, it is zero.

The OF measure is completely independent of the clas-
sification task. This independency means that a segmentation
that does not distinguish two features that belong to different
but similar classes may have a higher index value than one
that separates those features. The use of a supervised compo-
nent allows the adjustment of the segmentation to the desired
class set. Besides, the OF measure was formulated for one
band only.

To solve the problems found in the use of O F', we propose
a weighted index for segmentation evaluation (WIS FE) that is
normalized regardless of the number of segmentations tested.
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While OF is calculated for each band, W I1SE uses informa-
tion from all image bands to calculate the index for a specific
segmentation. The idea is to use the lowest value of the intra-
segment component, because if an object is distinguishable in
one band, but the segmentation does not separate this object,
the index must return a low value. On the other hand, if the
object is distinguishable in one band, it is an individual ob-
ject and should be separated, regardless of its discrimination
in other bands. Therefore, the highest value of I’ among the
bands is used, since it returns a low value in over-segmented
images. WISE is calculated by:

o 1 . ’ /
WISE = Dist .min(v') + max(I") Q)

v’ and I’ are modified versions of v and I given by:

o =1- 2 (6)

o2
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o2 is the variance of the whole image and |I| is the abso-
lute value of 1.

Dist is the minimum distance (with distance as a measure
of divergence between two elements) calculated between any
pair of classes. In this work, it was used Jeffries-Matusita
(J M) distance, that is given by:

JMi; = \/2(1 — e~ Pii) ®)
in which Bj;; is the Bhatthacharyya distance between the
classes ¢ and j. For gaussian distributions it is given by:
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i is the mean of class 4, p; is the mean of class j, X;
is the covariance matrix of class ¢ and X; is the covariance
matrix of class j. If one does not desire to consider the classes
in the analysis, it is possible to set Dist to one, so that the
components I’ and v" have the same weight.

3. METHODOLOGY FOR INDEX EVALUATION

Performance of WI1SE was assessed in two approachs. In
the first one, the segmentations that obtained the higher values
of WISE were visually compared to a reference segmenta-
tion. In the second approach, the index value of different seg-
mented images were compared to the overall accuracy (OA)
index of the respective classification.

A simulated image having optical characteristics was used
in both approaches. A remote sensed image and a fraction
image were also used in the second approach.
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The real image was a 458x333 pixels LANDSATS/TM
image (WRS 227/62, June 29th, 2010), bands 2, 3 and 5. The
fraction image was formed by the vegetation, soil and shadow
fractions of the TM image (calculated using bands 1-5 and 7
and the method proposed by [4]). These images cover part
of the BR-163 (Cuiaba-Santarém Highway), in Belterra, Para
state, located in the Brazilian Amazon. The region presents
humid tropical climate and dominant vegetation is Humid
Tropical Rainforest [5]. As a result of the occupation process
along the highway, there are mosaics of secondary vegetation
in varying stages of development, pasture, croplands and bare
soil areas within the forest matrix [6].

The method proposed by [7] was used to create the simu-
lated image. An image model based on the mean vector and
covariance matrix of some classes was extracted from a real
image and applied to a phantom image (an idealized cartoon
image containing the regions, in this work, a 496x496 pixels
hand-drawn image containing 78 regions). Bands 3, 4 and 5
of the same LANDSATS5/TM image described were used to
estimate the mean vector and covariance matrix of six differ-
ent classes. These classes were: cultivated agricultural areas,
primary forest, managed pasture, unmanaged pasture, bare
soil and secondary vegetation. The image was simulated con-
sidering a Multivariate Gaussian distribution, differences up
to 10% of mean and standard deviation among regions of the
same class and no spatial correlation.

All the images were normalized to mean 127 and stan-
dard deviation 42 before segmentation. This values were em-
pirically determined to improve segmentation when using re-
gion growing algorithm. The segmented images used in both
approaches were created using different similarity values in
Terraview’s region growing based segmentor, to each image
separately. The minimal area parameter was set to 20.

The classified images were created using the aforemen-
tioned segmentations and the Bhattacharyya distance clas-
sifier, as implemented by [7]. For the simulated image, the
six original classes were considered. For TM and fraction
images, ten cover classes were used to train the classifier: pri-
mary forest, degraded forest, managed pasture, unmanaged
pasture, cultivated areas, bare soil, idle agricultural areas and
secondary vegetation in initial, intermediate and advanced
stages.

4. RESULTS

W ISE results for each segmentation are presented in Table
1. The notation for parameters used in each segmentation is
“t_a”, in which a is the similarity parameter.

In the simulated image, the best result of W I1SE was ob-
tained by t_30. Figure 1 presents this segmentation over the
reference segmentation. The segmentations with immediate
lower and higher similarity parameters are also presented, for
comparison.

It is possible to observe that although t_30 has some small
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Table 1. WISFE results for Simulated, TM and Fraction Im-

ages.
Segmentation Simulated TM  Fraction
Image Image  Image
t_05 1.051 2.406 2.716
t-10 1.057 2418 2.805
t_15 1.131 2.424 2.838
t20 1.247 2.374 2.825
t-25 1.442 2411 2.825
t.30 1.756 2.391 2.854
t.35 1.557 2.382 2.817
t40 1.435 2.143 2.700
t45 1.419 2.115 2.605
t.50 1.419 2.035 2.533
t_55 1.419 2.023 2479
t_60 1.341 2.031 2.348

(a) t230

(b) t.25 (c) t35

Fig. 1. Reference segmentation of simulated image with seg-
mentations superposed.

polygons in non existing regions, t_35 has regions that over-
laps two different classes, clustering two or three regions in
one polygon. Obviously, t-25 shows more small polygons
than t_30. As the evaluated classes were high separable (Dzist
equal to 1.12), under-segmentations obtained higher values
than over-segmentations.

WISE results and OA indexes for original TM, frac-
tion and simulated images segmentations are presented in Fig-
ure 2. It can be seen that for TM and fraction images, higher
values of WISE tend to present higher O A values, although
the classifiers seem to work better with over-segmentated im-
ages.

Figure 3 presents a subset of the original TM image and
the segmentation with the higher WISFE value, as well as
those with more similar parameters, for comparison. It is pos-
sible to observe that in t_20 some features of more a more ho-
mogeneous forest is not separated from the uneven one. This
problem is solved in t_15, although the rest of the image is
over-segmented.

Figure 4 presents the segmentations for the whole frac-
tion image, with the segmentations that obtained the higher
WISE value (t.30) and the higher O A value (t-20). While
in t_30 some small features are not separated, in t_20 bigger
features are over-segmented. As said before, the classifier is
prepared to work with small segments, and this induced the
best OA in t-20. WISE, as well as the OF proposed by [3],
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Fig. 2. WISE and OA values comparison for classified im-
ages.

(a) t_15

(b) t-10 (c) 220

Fig. 3. Subset of the original TM image with segmentations
superposed. Color composition: B5(R)B4(G)B2(B), 2% con-
trast.

attributes lower weigths to small regions in the index calcula-
tion, therefore atributing the higher value to t_30.
In the simulated image classification it is possible to ob-
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Fig. 4. Fraction image with segmentations sobreposed. Color
composition: Soil(R)Vegetation(G)Shadow(B), 2% contrast.

serve two different behaviors. The first one refers to the non-
variant values for OA when varying the similarity parame-
ter of segmentation from 5 to 30. The second one is the de-
creasing values of O A, and respective decreasing of WISFE,
with the increasing of the similarity parameter. This hap-
pens because of the relative high separability of the consid-
ered classes in simulated images. The classifier correctly sep-
arates the classes, even in small regions, so OA is high until
the point when the segmentations themselves join different
classes, introducing errors in the classification.

5. CONCLUSIONS AND CONSIDERATIONS

Results indicate a strong agreement of W .S E and the overall
accuracies of each classifications. In this sense, it is possible
to affirm that high W ISFE values are associated with the best
segmentations when using LANDSATS/TM derived data and
Terraview’s region growing segmentor. Future works include
testing W 1S E with other images, including well known and
simulated ones, and comparing the results with other segmen-
tations indices. WISFE will be also evaluated for multi-level
class sets.

That said, some aspects of WISFE must be considered.
The first one is that when segmenting images with at least one
pair of very similar classes, WISFE returns high values for
over-segmented images. However, this result can only be con-
sidered the best if the user intends to separate these specific
classes, in the sense that they probably share at leat one bor-

der, otherwise there will be no reason for over-segmentation.
Therefore, the user must choose the minimal distance JM be-
tween pairs of classes that do share borders. If this informa-
tion is unknown, a reliable alternative is to set Dist to 1.0,
so that I’ and v’ has the same weight. Another aspect to be
considered is that if the user intends to separate two classes
that have JM distance near to zero, the index will recommend
the segmentation most similar to the pixels themselves. Also,
there is the mathematical impossibility to calculate the index
when Dist equals to zero.

At this stage, the index is being tested with another seg-
mentors, in order to further verify its efficiency. Also, WISFE
using another measures of stochastic distances to weigth the
I’ and v are being tested for Synthetic Aberture Radar images.
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