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ABSTRACT:

Brazilian Atlantic Forest is one of the most deviestaropical forests in the world. Considering thpproximately only 12% of its
original extent still exists, studies in this aaa highly relevant. In this context, this studypsahe land cover of Atlantic Forest
within the Protected Area of ‘Macaé de Cima’, in R® Janeiro State, Brazil, combining GEOBIA and daitsing techniques on
an OLl/Landsat-8 image. The methodology proposettiimmwork includes the following steps: (a) imaggn-sharpening; (b) image
segmentation; (c) feature selection; (d) clasdificaand (e) model evaluation. A total of 15 feasyrincluding spectral information,
vegetation indices and principal components weezlus distinguish five patterns, includivgater, Natural forest Urban area
Bare soil/pastureandRocky mountaing-eatures were selected considering well-knowardhgns, such as Wrapper, the Correlation
Feature Selection and GainRatio. Following, ArtéiciNeural Networks, Decision Trees and Random Ferekssification
algorithms were applied to the dataset. The bestitsewere achieved by Artificial Neural Networkeghen features were selected
through the Wrapper algorithm. The global clasatfian accuracy obtained was of 98.3%. All the athars presented great recall
and precision values for the Natural forest, howdve patterns of Urban area and Bare soil/paspmesented higher confusion.

1. INTRODUCTION mapping (Colstounet al, 2003), temporal analysis of
agricultural crops (Korting, 2012) and urban LUCn{Riet al,
Land use and cover (LUC) analysis can be used &rdetate  2012). Random Forests were applied to classify LU@arious
how a specific area is being used, highlighting thejocations (Smith, 2010; Miilleet al, 2015). Artificial Neural
anthropogenic interactions with the environment.ohder to  Networks were used assessing Natural vegetation (MiEeira
access patterns of LUC changes, it is vital to us& drom et al, 2013) and Agricultural areas (Andragieal, 2013). The
remote sensing imagery (Brannstroet al, 2008). This choice to use each algorithm requires the analg$ighe
technology allows the generation of LUC maps, shgvdreas problem. The results of Decision Trees are easyigoalize
being occupied by pastures, crops, natural vegetativer  (witten et al, 2011), Random Forests can avoid overfitting, and
courses and other features. They can also indarases of risk  are also not very sensitive to noisy data (Brein2891). The
or those heavily degraded. main advantage of Artificial Neural Networks is &blve
complex problems (Haykin, 2009) and may outperfartiner
One of the most devastated Brazilian biomes is tHanfc classifiers on LUC classification (Soegal, 2012).
Forest. The second largest Brazilian forest has d2% of its
initial extent preserved (Ribeit al, 2009). A large part of the Considering the importance of LUC information on Atla
occupation of this biome has occurred due to thEaesion of  Forest areas and the potential of GEOBIA and DM nigpies
urban centers and agricultural areas. Among Ricadeitb and  on image classification, this study aims to maplénel use and
Sé&o Paulo states, most of Atlantic Forest patchesisually in - cover of Atlantic Forest within the PA of ‘Macaé @ma’, in
Protected Areas (PA’s). LUC analysis on these teie§ is  Rio de Janeiro State, Brazil, using GEOBIA and DM téghes
even more important when considering the possibibf on an OLl/Landsat-8 image.
degrading preserved natural vegetation areas (Figu&
Sanchez-Cordero, 2008).
2. METHODOLOGY
A procedure used to perform the LUC classificatisntlie
Geographic Object-Based Image Analysis (GEOBIA), Wwhic 2.1 Study siteand Data
aims to classify an image based on similar charatitss of its
objects. In addition to the spectral properties,OBEA can  The study site is the PA of Macaé de Cima — Rio aeida
evaluate features associated with the shape, eextontextual ~ State (Figure 1). Itis located between the coaieis of
and semantic relationships of objects, increadiegchances of 22°17°S-22°27°S and 42°35"W-42°12"W, on the muaikdies
a more reliable classification (Camargoal, 2009). of Macaé and Nova Friburgo. It has an area of IJ&Dshuare
meters on steep region with rocky mountains and|sraeys,
Another methodology that has been constantly useimage  With 72% of Atlantic Forest cover (INEA, 2007).
classification is the Data Mining (DM). DM helps GBIA in
the process of identifying patterns on objectstHis context, ~Data was obtained from the Operational Line Imagekl)
some DM classification algorithms have been usedLb@  sensor from Landsat-8 satellite, path/row 216/7uaed on
analysis, for instance: Decision Trees were usedidgetation ~ 10/14/2014.
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Figure 1. Study site on a true color composition, (B3, B2)
from the OLI sensor.

2.2 Image Pan-shar pening

The original image was pan-sharpened using the &Geimmidt
method (Laberet al, 2000). Bands 2 to 7 (0.450 to 2.30)
from OLI sensor were used, since this type of gaargening
method has generally good results when it is cdroet with
the same sensor bands (Klonus & Ehlers, 2009).dtitian,
this method presented good results when compareathter
pan-sharpening methods when applying LUC classifioat
(Bendiniet al, 2015).

2.3 I mage Segmentation

In order to generate the objects for the classiicaprocess,

the pan-sharpened images were segmented on eCagnitio
Multi-resolution

software  (version 8.64), using the
Segmentation algorithm (eCognition, 201Bands 2 to 7 were
used in this process and the internal parametdtseialgorithm
(Scale, Shape and Compactness) were calibrateddier ¢o

optimize the segmentation results.

2.4 Dataset generation and feature selection

The features obtained from the processed imagerafi@able 1.
All of them presented mean values from each ol@atluding
max. diff.).

Feature Meaning

Band_1 Surface reflectance from band 1
Band_2 Surface reflectance from band 2
Band_3 Surface reflectance from band 3
Band_4 Surface reflectance from band 4
Band_5 Surface reflectance from band 5
Band_6 Surface reflectance from band 6
Band_7 Surface reflectance from band 7
PCA1 Principal Component 1

PCA2 Principal Component 2

PCA3 Principal Component 3

NDVI Normalized Difference Vegetation Inde
NBR Normalized Burn Ratio

B6/B5 Relation Band6/Band5

Brightness | Average of means from bands 1 to 7
Max. Diff. | Maximum difference between bands
Class Name of the class

Table 1. Features of the dataset.

The objects could be classified to distinguish Stquas,
including Water, Natural forest Urban areg Bare soil/pasture
and Rocky mountaingA visual interpretation of the image was

done in order to select approximately 120 samplesch class.
A high resolution image, acquired on 30/05/2014 Gxyogle
Earth software, was used as a support for thepretation. The
Water class had no more than 80 samples, so itewesided
from the data set, since there was no more Watasdeft to be
identified in the image.

On the prepared dataset a feature selection precssarried
out. This process tends to reduce the computaticost and
raise the classification accuracy, by eliminatinglevant and
redundant features of the dataset (Guyon & Eli§s@€03).
Tree feature selection methods were used: Wrapjmmn(&
Kohavi, 1997), Correlation Feature Selection (Ha#99) and
the GainRatio (Wittert al, 2011).

2.5 Classification and evaluation

The classification was performed on the WEKA sofeya
version 3.7.9. (Hallet al, 2009). The algorithms used for
classification were Decision Trees (5 and 10 instarper leaf),
Artificial Neural Networks (back propagation witme hidden
layer with 10 neurons) and Random Forest (100 tre&s)a
first task, these classifiers were evaluated orDdold cross
validation. Later on, an external data set was usedthe
evaluation. It contained 30 visually classified pés of each
class that were not on the training set. The coofusatrix was
used to determine measures such as accuracy, pregision
and recall.

3. RESULTSAND DISCUSSION

The GainRatio algorithm ranked the features fromdhatset.
From the 16 features we decided to reduce the nutob&0,
according to the values of information gain rafibe best merit
found on the new dataset was from the NDVI featsme we
decided to test how this feature would influencee th
classification. We tested the dataset with andauthhe NDVI
feature for the algorithms presented before. Thmuracies of
the classifiers are presented on Table 2.

With NDVI Without NDVI
Algorithm C?rosg Test set C?rosg Test set
validation validation
Dec'sg)“ Treel 966 | 967 96,6 96,7
Decision Tree
(10) 96,8 95,8 96,8 95,8
Random 9.6 | 967 97,0 97,5
Forest
Artificial Neural 97.9 975 981 975
Networks

Table 2. Overall accuracy (%) of GainRatio featugleation
with and without NDVI.

The influence of using the NDVI feature was verwldrhere
was no alteration on Decision Trees results amch# noticed a
slight improvement on the 10-fold cross validatimithout
using the NDVI on Artificial Neural Networks and Riom
Forest. Usually, NDVI tends to apply better results the
classification when it is used with others sendansds (DeFries
& Townshend, 1994). However, when we analyse theneing
features selected we noticed that band 4 was alselgsted on
all modelling situations. When band 4 is removestend of the
NDVI, the same results are obtained. When both wem®ved,
all results were the same or lower than the previou



classification, so we assumed that band 4 and Nbight have
correlated information for the classification (®8nbIDVI uses
band 4 on its formula). The results of the othgoathms can
be found on Table 3.

CFS Wrapper
Algorithm (;rosg Test set (;rosg Test set
validation validation

Dec'si'g)” Treel 966 | 96,7 96,2 95,0
Decision Tree

(10) 96,8 95,8 96,4 95,0

Random 972 | 96,7 97,2 96,7

Forest

Artificial Neural

Networks 97,2 97,5 98,1 98,3

Table 3. Overall accuracy (%) of Correlation Featbeéection
and Wrapper for the three algorithms.

The best results were obtained by Atrtificial Neukatworks

with the Wrapper feature selection. The algorithnhick

presented the second best results was the Randaest Fath

the GainRatio feature selection. Both scored 98.1€aracy on
10-fold cross validation. We show the confusionnratf both

of these classifiers in order to enhance this disicun (Table 4
and 5). We selected the matrix from the cross-asiba

because it contained more instances and the dreacesme more
visible, but similar results were spotted on tret set Matrix.

Classified as
Bare soil| Natural | Urban Rocky
/pasture | forest area | mountains
I?are soll 119 0 2 0
@ pasture
« | Natural
i:; forest 0 121 0 0
g | Urban 2 1 107 3
< area
Rocky 0 0 1 112
mountains|

Table 4. Confusion matrix for Artificial Neural Netwrks with
Wrapper feature selection.

Classified as
Bare soil| Natural | Urban Rocky
/pasture | forest area | mountains
I?are soll 117 0 3 1
@ pasture
« | Natural
i:; forest 0 120 0 1
g | Urban 6 0 107 1
< area
Rocky 1 0 1 111
mountains|

Table 5. Confusion matrix for Random Forest with @aitio
feature selection (without NDVI).

Our main objective within this paper is to evalutite land
cover of Atlantic forest. For this purpose, thealewalues for
this class were 100% and 99,2% for the respectassifiers.
This result shows that almost all areas of Natfoedst were
classified correctly. There was almost no confusodnother
classes being classified as Natural forest, siheeprecision
values of the models were 99,2% and 100%. Both e$eh
models worked very well on classifying the foreatghes and

can be used to map these tiles. The only confusias a
misclassified Forest area with a Rocky mountain .afiéas
error may have occurred because of the presencegetation
in some mountains, which behave similarly as a taigpn
patch (Figure 2).

SEB M) iy . T
Figure 2. Rocky mountains with some vegetatiomatteak of
Pedra Riscada — Macaé/RJ.

When considering the other classes, some defi@gsntan be
spotted. There was a clear confusion between Bélfpasiure
and Urban area. On both classifiers,
Soil/pasture were misclassified as Urban area acel-wersa.
The Random Forest model was more problematic with th
confusion, since the 9 samples were misclassifiée recall
values for the Urban area class was consideredolovboth
models (94,7% and 93,8%) when compared to the athsses.
The confusion between these classes is a probleticedo
before (Kux & Araujo, 2008; Novack & Kux, 2010).
Considering this is a protected area and it haslsmgstultural
actives, these classes might be encountered togatidlesome
objects may contain a mix of both classes.

4. CONCLUSIONS

Brazilian Atlantic Forest suffers from devastatiordamust be
protected. Thus, the mapping of its remaining pegdk crucial.
An automated procedure was adopted involving GEO&hal

DM techniques. Algorithms as Artificial Neural Neivks and
Random Forest produced encouraging results on fylieti
these areas (up to 98.3% accuracy). The only nssifieation

occurred with some Rocky mountains that have veigetan it.

When considering other investigated patterns, thefusion

between Bare soil/pasture and Urban area was mdedblao
Overall, using GEOBIA with classification algorithmas

Artificial Neural Networks or Random Forest is ahlatool for

mapping remaining areas of Atlantic Forest on mtei areas.
However, further adaptations might be required wharsites
that have a different class distribution.
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