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ABSTRACT 

 

The study of ferromagnetic transition of Ga1-xMnxAs dilute magnetic semiconductor 

(DMS) is much of interest mainly due to the potential application in spintronic devices. 

Based on the mean field approach we present the average contribution of the hole spins 

by considering the holes in an impurity band (IB) and the critical concentration for the 

metal-insulator transition (MIT) in this semiconductor. In order to calculate the mean 

configuration of spins of impurities Mn
+2

 we use a formalism proposed for a spatial 

disordered system. The results for the metallic densities around the MIT  transition are 

compared to experimental results and other theoretical findings.  

 

 

INTRODUCTION 

 

The discovery of the ferromagnetic transition at temperature TC of Ga1-xMnxAs 

exceeding 100K, is much of interest to investigate the physical properties of dilute 

magnetic semiconductor (DMS) mainly in view of the potential application in spintronic 

devices[1]. In our study, we consider that the ions Mn
+2

 impurities replacing the Ga sites 

in GaAs semiconductor [2] have a null local moment angular, momentum for spin S = 

5/2 and holes moderately bounded. Based on the mean field approach we calculate the 

average contribution of the hole spins by considering the holes in an impurity band (IB) 

and the critical concentration for the metal-insulator transition (MIT) in this 

semiconductor. In order to calculate the mean configuration of spins of impurities Mn
+2

  

we used a formalism proposed for spatial disorder[3]. The best results, showed for 

intermediate and high concentrations (metallic phase systems), agree well with 

experimental results and other theoretical results[4,5], indicating a behavior character 

ferromagnetic phases. We may consider that our method is very useful in understanding 

the physical properties this magnetic material.  

 

 

METAL-INSULATOR TRANSITION 

 

    In Mott’s original model, the metal-insulator (MIT) transition occurs at a value of 

impurity critical concentration Nc, given by the relationship[6]  

 

                                                            25.0*3/1 ≈aNc ,                                                    (1) 

 

where *
a  is the effective Bohr radius of the system. 
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    In the Mott-Hubbard picture the MIT trasition is given by[7-9] 

 

                                                              15.1=
∆
U

ω
,                                                       (2) 

 

where ω∆  is the unperturbed impurity bandwidth in units of bE  and U  is the intra 

impurity coulomb interaction energy or Hubbard U , given by bEU 96.0=  ( bE  being 

the binding energy of a single acceptor system) [10,11]. ω∆  is related to the hopping 

integral energy T , with adjacent sites i and j, as [9,10] 

 

                                                             T2=∆ω ,                                                       (3) 

 

where )(RT , defined as the avarege hopping energy, is given by [9,10] 

 

                                                   ∫= dRRPRTRT )()()(                                               (4) 

 

In the equation above )(RT  and U are given by [12] 
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where 1H is the one-particle Hamiltonian in the effective mass theory including the 

kinetic energy operator and the coulomb interaction of the negatively charged acceptor 

ion and the hole, and )( jRr
rr

−ψ  is the simple hydrogenic wave function for the acceptor 

ground state at the randomly located site jR
r

and ε  is the dielectric constant of the host 

material. It is worth to write as well Eq.(5) as 

 

)/exp()/1(2|)(|)( **
aRaRRRttRt jiij −+=−==  Ry*. 

 

 In Eq.(4) we have used the random like Poisson distribution )(RP  of acceptor with 

the probability that the nearest acceptor neighbor lies at a distance R , in units of the 

effective Bohr radius *
a .  )(RP  is written  
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where  
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and aN  is the acceptor impurity concentration.  

 The value of *
a  is calculated from the experimental binding energy bE  through the 

relation  

 

                                                               
bE

a
ε

2.7* =                                                           (9)       

 

where *
a  is given in Angstroms, bE in eV and ε  is the relative dielectric constant of the 

host material. Eqs. 3 to 9 show that the values of U and 1H are both related to binding 

energy bE of the acceptor impurity. Using the above equation we calculate the values of 
*

a  and cN . Using Aa 8.7* =  and Eb = 112.4 meV we found the following results, 

cN (Mott) = 3.3 x 10
19 

cm
-3

 and Nc (Mott-Hubbard) = 2.7 x 10
19

 cm
-3

. These values 

correspond to about 1%  of NMn = 1 - 5 x 10
20

 cm
-3

 [13] and can be compared to ~ 10
18

 

cm
-3

 for p-type GaAs:C obtained from both methods described above and by using a 

Generalized Drude Approach and experimental conductivity[14]. 

 

  

DISORDERED CONFIGURATION 

 

The real DMS carriers mediating the ferromagnetic interaction between local 

moments are generally likely to be far from in the valence band of the host 

semiconductors material. They are, in all likelihood, extended or bound in the impurity 

(or the defect) band, which form in the presence of the Mn dopants. There is a great deal 

of direct experimental support for the relevance of this impurity band picture for DMS 

ferromagnetism, and first principle band structure calculations also confirm the impurity 

band nature of the carriers active in DMS ferromagnetism. Both the impurity nature of 

the carrier system and presence of strong charge and spin disorder in the system (due to 

the random Mn dopants as well as other defects, disorder, and impurity invariably 

present in DMS materials) make carriers localization a relevant issue in DMS 

ferromagnetism. 

According to this picture the model Hamiltonian for DMS in the Tight Binding 

picture is written as  
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where †

σic  and σic  are the creation and annihilation operators for holes and ijJ  is 

the antiferromagnetic interaction between spins of holes and Mn ions. We shall consider 

this model given by Eq.(1) as posed by Berciu and Bhatt[14] but here for 0)( =HF . 

Now treating the third term in mean field approximation as  
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where z

iMn SS =  and z

jh ss =  are to configurationally averaged values of Mn and 

hole spin and thus independent of the site index. 

 We may obtain hs  by considering the Green’s function. For this specific case 
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By considering the Fourier transform  
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we get equation of motion of the Green’s function )(ωijG  as 
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where effMnii JSt )2/(σε σ += . We shall assume that 0=it  (this assumption consistent 

with Berciu and Bhatt, they assumed 0)( =iu in their paper). From Eq.(10), we can 

write 
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where )( σεω iz −=  and every il  extends for all impurity sites. Making the average over 

the ensemble of all settings in the equation (14) 
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where µ  is the total number of intermediates sites for a given µ  and η , we have all the 

sets possible of ),...,,( 21 νppp . Each site of impurity is denoted for a point which is 

associated with a factor of 
z

1
 for each transfer from n to m site denoted for mnt . Each 

term of the sum can be described by a possible path of the i site, through ν impurities, 

so that only µ  really distinct and returning to the i  site, as shown 
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Now considering the off-diagonal disorder in the hopping integral ijt  and following 

Matsubara and Toyozawa, we get the configurationally average diagonal Green’s 

function from equations (14-16) [3,15] , where 

 

                                                    RdRkiRtkt
rrrrr

)exp()()( ⋅= ∫                                         (19) 

 

is the Fourier transform of  
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The density of states per impurity for spin σ  is  

 

                                     >−<−= → )(Imlim)/1()( 0 εωπω σεσ iGD ii                              (21) 

 

From the density of states we can obtain the hs  as 
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where the Fermi enrgy µ  can be obtained from the number of holes per impurity 

ic nnp /=  as 
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µ
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As in Berciu and Bhatt [4] icMnh nnccp // == , Mni cn = ; hc cn =  and 

icMnh nnccp // == . 

 

RESULTS AND DISCUSSIONS  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Impurity density of states (DOS) obtained for acceptor concentration Na 

around the MIT transition for Ga1-xMnxAs. Ry* = 112 meV. 
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Figure 2. The average spin sh spin per charge carrier for  NMn concentration x = 3 – 5 % 

and p = 10% corresponding to 6.7,  8.8 x 10
20

  and 1.1 x 10
21

 cm
-3

  . 

 

 

We have observed an impurity band which was revealed by Angle-resolved 

photoemission spectroscopy[16], optical and transport measurements[17,18] and 

theoretical findings[4]. The results for sh are compared to the theoretical calculations of 

Ref. (3) given good agreement in the spontaneous magnetization region.  
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