Proceedings of COBEM 2009 20th International Congress of Mechanical Engineering
Copyright © 2009 by ABCM November 15-20, 2009, Gramado, RS, Brazil

STAR PATTERN IDENTIFICATION FOR SPACECRAFT ATTITUDE
DETERMINATION USING GENERALIZED EXTREMAL OPTMIZATIO N

Carlos José Alves Moreira, cjamoreira@gmail.com
Fabiano Luis de Sousa, fabiano@dem.inpe.br
Instituto Nacional de Pesquisas Espaciais — INPE,ddg Astronautas 1758, 12227-010 S&o José dos Gar8po- Brasil

Roberto V. F. Lopes, roberto@dss.inpe.br
Instituto Nacional de Pesquisas Espaciais — INPE,ddg Astronautas 1758, 12227-010 S&o José dos Gari8po- Brasil

Abstract. In this work, the results of a study to deterntime efficiency of using the Generalized Extremai®igation
(GEO) algorithm for star pattern identification féie lost in space problem, are presented. Thectibgis to find the
attitude of a spacecraft by identifying in a statalogue, the stars observed in the field of viE@Y) of a star sensor
attached to the spacecraft. This problem is tacklgdGEO using an optimization approach, by miningzan
objective function which computes the discreparetyvéen the stars in the sensor’'s FOV with the aneandidate
FOVs in the catalogue. Comparison of efficiencyween the proposed approach and a frequently usgdoaph
called triangle algorithm is made. This algorithmatizes the identification comparing the triangleometry shaped
by three stars present in the sensor’s FOV witlilairgeometries presented in the catalogue. A staf catalogue in
spherical coordinates is used for the simulations.
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1. INTRODUCTION

The problem of the spacecraft attitude determimatwonsists in calculating the spacecraft axisnbaiggon in
relation to the inertial system axis. This is vamportant for the success of the space missionalmex the correct
determination of this orientation supplies the eotispacecratft attitude to its control system.

To solve this problem it is necessary to disposthefreference vectors whose directions are knawnelation to
the spacecraft. These vectors are obtained fronsumements taken by attitude sensors. These seteoise horizon
sensors, solar sensors, magnetometers, star tisehsors, etc.

In this work, this problem is solved by using jugformation of the stars coordinates observed leyfigld of view
(FOV) of a star tracker sensor attached to theespatt. These sensors stand out because its prediscalculating the
spacecraft attitude, is on the order of arc seconds

This sensor determines its attitude comparing taes £oordinates observed by its FOV with the stardinates
presented in a catalogue stored in the sensorboard memory. This comparison is performed by gtaitern
algorithms which search the catalogue for simiktitgrns to the FOV observation.

Basically, these sensors are divided in two classbsre in the first class they are called non-aommoous and are
not able to determine alone the spacecraft attitudkein the second class these sensors are afdteionine alone the
spacecraft attitude and are called autonomous serEte second class of star tracker sensors ®¢hs of this work.

The autonomous star tracker sensor essentiallysnartwo operation modes. In the first one, thessedletermines
the spacecraft attitude without any previous infation. This is called the acquisition mode. Theosécone is called
actualization mode and in this mode the sensomjustlize the spacecraft attitude obtained by togiigition mode.

The simulations performed in this work are focusedhe acquisition mode, where the star patterrorédtgn
indentifies the stars observed by the sensor FOWeéncatalogue without any previous informationeféhare many
approaches to solve this problem and recently ¢eolary algorithms have been also used (Paladugale2006)
(McClintock, S. et al, 1998).

The evolutionary algorithm GEO, used in this wdasgka new evolutionary algorithm that has been ssedessfully
in several optimization problems, and here it iscu perform identification of the stars obserbgdsensor FOV using
an optimization approach, by minimizing an objeetiunction which computes the discrepancy betwkerstars in the
sensor’s FOV with the ones in candidate FOVs irc#talogue.

A frequent approach used for solves this probleatled Triangle Algorithm, is implemented for perfmance
comparison with GEO approach.

The Triangle Algorithm executes the identificatioy comparing the triangle geometry shaped by tlatees
presented in the sensor FOV with similar geomepiesented in the catalogue. All simulations its thibrk use a real
star catalogue with 1577 stars arranged in thestalesphere.
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2. STAR TRACKER SENSOR

The star tracker sensor is an attitude determina#msor that is being largely used in space misdiecause of its
accuracy in calculating the spacecratft attitude.

These sensors, in a more general way, can be dividéwvo classes (Fialho et. al, 2005): in thetfakss these
sensors are called not autonomous because thepflush to the control system of the spacecraftaberdinates of the
stars observed by its FOV and the identificatiothef stars on catalogue and the spacecraft attitetbgmination is not
make by the sensor. In the second class theserseaarsoable to identify the stars observed by th@&¥ and calculate
their attitude independently.

This work has as its focus the second class, wiheraensors are able to identify the stars obsdvyatieir FOV
and determine the spacecraft attitude. In thedigud autonomous star tracker sensor is shown (Fiall07) and in the
fig.1b is shown an exploded view of MultMission spaPlatform with two star tracker sensors which haen
developed in Brazilian Institute for Space ReseaitNPE.

Star Tracker Sensor

E=D> Star Tracker Sensor

Figure la. Star Tracker Sensor Figure 1b. Exploded view of PMM
with two steacker sensors

2.1. Autonomous Star Tarcker Operation

This kind of sensors calculates the spacecrafud#ibased in observations of the stars made YO, The stars
which are observed by its FOV are mapped in antreleic matrix which send those information’s fost@r pattern
algorithm. These algorithms realize the compariebithe pattern of the stars observed with the ®tesed in the
catalogue in the sensor’s onboard memory. Thidamie contains the stars coordinates mapped imérgal system.

After the identification of the stars observed bg FOV sensor in the catalogue, the stars cooaimatpped in the
electronic matrix and the ones identified mappeth@inertial system are sent for an attitude deiteation algorithm
that performs the calculation of the attitude.

The attitude calculated is then sent to the atitaild orbit control system.

The operation procedure of the autonomous stakdrasensor can be described in a concise formun $teps
(Fialho et. al, 2005):

» First step: Image acquisition of the stars made®y sensor.

e Second step: mapping of the stars observed in &texwof the FOV sensor.

e Third step: recognition of the stars observed leysbnsor FOV in the star catalogue stored in theosts
on board memory by the star pattern algorithm.

» Fourth step: Spacecraft attitude determination.

These four steps can be better observed in the fig.
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Figure 2. Autonomous Star Tracker Operation

There is not yet a definitive solution for the spmttern identification problem, in the literatuteere are many
approaches and algorithms proposed, in this worgkragposed the use of a new evolutionary algoritbnsdlve this
problem called Generalized Extremal OptimizatiorE@ and the results are compared with a TrianglgoAthm
approach.

3. GENERALIZED EXTREMAL OPTMIZATION (GEO)

The Generalized Extremal Optimization algorithm (@Eis a new evolutionary algorithm proposed by $imisa
(2002) and De Sousa et al. (2003), this algoritenedsy to implementation and can be applied inagtynmization
problem.

In this algorithm a sequence of species represdwe string of bits creates a population. To egmécies (bit) is
attributed a fithess which define what speciesracge adapted after mutate (flipped bit). The desigriables are
encoded in the string of bits as show in fig. 3@isa, 2002).

l—’ Design Variable

X, XN

1 1

[1[1]oJof1]e[1]o- - -1]o[1]0f0[1]0]1]

l

Each bit represents one species

Figure 3. Design Variable encoded in a binary gtrin

The number (m) of bits necessary for each desigiabla () to have a precision (p) can be calculated byetine
(1) (De Sousa, 2002).

2m > |: Xi_supl_3 Xl _inf +1:| (1)

Where the Xqypand the X are respectively the upper and lower limits ofigiesariables.
The values of the design variables encoded inmaaber can be calculated by eq. (2) (De Sousa,)2002
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X o
Xi = Xi_inf +(x_sup_ x _inf) Gznlq;il (2)

Where X 10 iS an integer number obtained from the transfoionabf the design variable {Xin a decimal
representation.

The implementation of the GEO algorithm is presertefig. 4 (Lopes, 2008).

The parameter showed in fig. 4, is an adjustable parameter whialue must be chosen depending on the
optimization problem being tackled. This paramgiermits set the determinism degree of the seatchas been
observed that the optimal values for this paramatebetween [0,75 — 3,0].

The canonical GEO algorithm is shown in fig. 4. @thimplementations derived from it have been deweaio
(Galski, 2006) (Lopes, 2008) in order to improwegerformance.

This work uses the GEL to identify the stars observed by FOV sensor,GE,, was chosen after tests done
with canonical GEO, GE§ and GEQ, to solve this problem and the GEfachieved better results because its
codification is continues and does not need a gi@tistipulated as is done in GEO and GEO

Initialize randomly L bits that
encodes N design variables

v

For each bit attribute a fitness number that
is proportional to the gain or loss the
objective function has compared to the best
value found sor far, if the bit is flipped.

v

Rank the bits according
to their fitness numbers

Mutate a bit of the population with probability
P OKT

With K=1,..,,.L

Was the stopping
criteria met?

Return the best
solution found
during search

Figure 4. Canonical GEO flowchart
3.1 GEQgy

With the purpose of the use a real codification floe representation of the design variables, Lo2€98)
developed two versions of the GEO using real codiion.

This codification avoids the necessity to stipulaterecision for the design variables and the rortah the design
variables is made now using the eq. 3 (Lopes, 2008)

X' = X + N(0,0)0X 3)

Where N(0Og) is a random number with zero mean and standariatitan c.
Lopes also proposed the GEf that differs from GEQ,; in the fact of the GE,, realizes P changes in design
variables with P different standard deviations. Sehstandard deviations are calculated using thé @dgpes, 2008).
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—_ |
O = >0 (4)
Withi=1to P.

Another modification done in the GEg»is in the fact that now the mutation occurs indasign variables similarly
to what occurs in GEQ.
The flowchart of the implementation of GEg is showed in fig. 5 (Lopes, 2008).

Initialize a random sequence of the N design
variables

i
Modify one design variable according to
X '=X +N(0,q)0%

Caculate F(x) value and store F(x) and design variables if ¢
this F(x) is the best F(x). Repeat this step for all standard
deviations.

‘

Rank F(x) whith K=1 for the better F(x) and K=P to the
worse F(x), where P is the number of the standard
deviations

i

Choose one of this modification with probability:

P, Ok
v

Select other
design variable

NO
Check whether the process of
modification was done in all the N
variables

‘Was the stopping criteria met?

Return the
Best Solution

Figure 5. GEQ» flowchart
In this work, the simulations use the GEQfor the star pattern identification.
4. STAR TRACKER SENSOR SIMULATION MODEL

For the star tracker sensor simulation, were sekesbasic parameters of the sensor, these paramegesfiown in
Tab. 1.

Table 1. Star Tracker Sensor Parameters

Field of View () 25,5x25,5
Visual Magnitude Between 0 and 5
Number of Rastreable Stars 16
Output Triaxial Attitude

The star tracker sensor model consists basicallirnulate the FOV of the sensor. To do this, itéed a real
catalogue with 1577 stars arranged in a celegifare as shown in fig. 6.

In this catalogue the coordinates (X,Y,Z) of th&15tars are organized in a matrix ¥+

It is also made a simulation of the attitude matkis. With the matrices &z and V577 iS possible to mount a
matrix Usy1577 containing the coordinates (X,Y,Z) of the 157 tstaapped in the FOV sensor system using thesgq. (

U3x1577 =A 3X3w 3x157 (5)
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With the matrix Uy,s77iS possible to mount the matrixilyn containing the (n) stars visible by the FOV senSor
do this the stars of the matrix g7 shall comply with the conditions (6) and (7).

Uy < Uy 19(12,78) (6)

U,,sU

2xm 3xm

Gg(12,78) (7)

Where the index m =1 to 1577.
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Figure 6. Stars in celestial sphere and FOV sevisar

In the matrix U, in order to simulate intrinsic sensor errorsinduded to the stars coordinates observed by the
sensor FOV a Gaussian noise with mean zero andasthdeviation 0,001. The same is done with thenitade of the
stars observed by the FOV sensor using a standaddtibn of the 0,1. These values are compatibté e@mmercial
Sensors.

To determine the attitude is necessary that thes gt@esent in the FOV sensor are identified bydtae pattern
algorithm. With the stars observed by the FOV sensmd the stars identified by the algorithm in tia¢alogue, is
possible to calculates the spacecraft attitudeguam attitude determination algorithm. In this waskused singular
value decomposition (SVD) (Markley, 1988) to detererthe attitude.

5. STAR PATTERN IDENTIFICATION USING GEO

After the FOV simulation, the stars coordinatesestsd by sensor are passed on to the star patggritlam. The
first step of the star pattern identification alifom using GEO is to transform it in an optimizatiproblem. Here is
used the approach proposed by Paladugu et al (200&kate the objective function. For this, isctdculated the
angular distance between the stars mapped in F@Vtlen FOV center and these angular distances atedsm
increasing order.

The second step is to create a vectq) (@th the angular distances of the sixteen starkhvare closest the FOV
center and contained in a circle entered in FOMwsrated in fig. 7.
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Figure 7. FOV and angular distanceg (d

The vector ([ is shown in eq. (8).

D, =[d,.d,,....d] (8)

In the third step, the GEO algorithm creates rarlglahre design variables which are the right aseangr) and
declination §) coordinates of the center of candidate FOV. Withse coordinates is created a candidate FOV which
generates a new vector;{Pthese coordinates are modified using Gaussiatunbation in accordance with GRG,

criteria. The vector ([p is shown in eq. (9) and is used to determine btmse to the solution through cost function
shown in eq. (10) (Paladugu et. al, 2006).

D, =[d,,dy....q ]

9)
Minimize:
c.=3[p.[a]-D[d] a0

The algorithm GEO searches in the design spacé theticost function (10) reaches a minimum stipedaand

return the best FOV found. The minimization of thigective function (10) is made with constrainstli®e design
variables right ascension) and declinationd) as shown in the eq. (11) and eq. (12).

Subject to:
0°<a< 360 (11)
-90°<d< 9@ (12)

It is interesting to note that the design spacénddfby eq. (10) is quite complex and depends erattitude of the
spacecraft as shown in fig. 8.

Declinten

Rigtt Asgansion

Figure 8. Design Space of Cost Function (10) far tandom different attitudes
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A much simplier design space can be obtained ifdémsign variables are treated in a discreet forond@ this, a
modification was proposed to make the design spamete. The modification occurs by the fact thatv the design
variables are the coordinates of the star clostrad-OV center.

For this, the algorithm now stores the coordinatbshe star closer to the FOV center and their niada and
calculates the angular distance between the stasemt in sensor FOV and this star closer to théecd-OV as shown
in fig. 9. With these angular separations the allgor creates a vector (Pequal to the ones shown in eq. (8).

Figure 9. FOV and angular distanceg (d

With the magnitude of the star closer to the cewntfeFOV the algorithm creates a table with indext@ln)
containing stars with similar magnitude to thig sfaser to the center of FOV.

Then the algorithm generates a random number batdde n which is now the design variable, whergigrthe
number of stars in the table, with this random nemkhe algorithm takes the star with this inderbar in the table
and all the stars of the catalog with angular s&ar between the star selected from the tablelenthian a circle of
radius inscribed in the FOV as shown in fig. 9 anghtes the vector (Dsimilar to exhibited in eq. (9). The algorithm
then modifies this random number with Gaussianupestion in accordance with GRE, criteria generating new
index and new vectors (Dfor calculate the cost function shown in eq. (L@jil this function reaches a minimum
stipulated and returns the stars found.

With this modification the design space remain ¢enps shown in fig. 10 where it is illustrated thiscreet design
space for two random attitudes.

' = L § : g
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e ofhe i s Inzes of 1o zandizae star

Figure 10. Discreet design space using eg. (10orandom attitudes

6. TRIANGLE ALGORITHM

In this algorithm are selected in the FOV sendwa,three more brilliant stars wich are called ajfiea and gama.
The angular distances between them are calculagtdtared.

The algorithm then creates three lists of the @hatdi stars, where in list one are the stars wittilai brightness to
the star alpha, in the list two are the stars withilar brightness to the star beta and in thetliste are the stars with
similar brightness to the star gama.

With these three lists are calculated the angulstadces between the stars candidates until usd three stars
which have angular distances between them silnol#ne three stars selected in FOV sensor asriiiest in fig. 11.
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Figure 11. Triangle Algorithm

With these three identified stars is calculatedstimate to the attitude, and with this stimatetad# are confirmed
the others stars present in FOV sensor by diretthr@ertz, 1978) and with the others identifiearstpresent in FOV
is calculated a new stimate attitude with more igies using SVD (Markley, 1988). The implementatioh this
algorithm is similar to the algorithm shown in Fial(2007).

7. RESULTS

The tab. 2 show the results for 50 executions efalgorithms explicated in this work using randatitiades. The
results show that the three algorithms are ablddntified the stars presents in FOV sensor andexumently calculate
correctly the attitude, however the triangle altiori, even after the change in the design space idotie algorithm
using GEO, has proved to be more faster and sitopglaplementations.

In both algorithms with GEO are used the value 2or3he parameter, in the GEO with continuos space are used
eight standard deviations for change the desigrabi@s and five standard deviations in the desigmable of GEO
with discreet space.

Table 2. Results

Algorithm Using GEO Algorithm Using GEO Triangle Algorithm
(Continuous Space) (Discreet Space)
Mean Time for each 34,94 2,91 0,1
execution (s)
Not identified 0 1 0
P : Z 2 Z
Standard deviation in XY 25.10 221 .10 3.77 .10
P : 2 2 Z
Standard deviation in Y°X 239 .10 245 .10 289 .10
Standard deviation in 2 0.002 0,0013 0,0017

The results demonstrate that the proposed algorihis to accomplish the identification with succesaking the
sensor to calculate the space vehicle attitudeectyr however, after making a comparison with tesults of a classic
star pattern algorithm implementation, called tglenalgorithm, it was noticed that the algorithmingsGEO with
continuos design space was slower, however, camsgdéhat this problem is the “lost in space” pml i.e., the
sensor was operating in the acquisition mode,ntban time for each execution shown in tab. 2 teatgerithm using
GEO with continuous space is an acceptable time.

An investigation on the design space of the casttfan used was accomplished according to the aysph fig. 8
and it was verified that it was very complex, getieg a difficulty in the search of the resultss@lution proposed to
improve the search time of the solution was toaudéscreet space as shown on the item 5 of thik wod in fig. 10.
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8. CONCLUSIONS

The analysis of the results shown that the thrgerdhms are able to identified the stars presenEOV sensor and
consequently calculate correctly the spacecraftidé, however, the triangle algorithm demonstratede faster in the
search and simpler of being implemented, leadingousonclude that, from the standpoint of searatetitreat this
problem as an optimization problem using the objedunction (10) appears to be less effective.

In the future work shall be done a study of théc&fficy of these algorithms from the point of viefthe failures
tolerance.
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