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Abstract

This paper presents a mnew approach to image
restoration based on ANN, considering the learning of
the inverse process using a standard image for train-
ing under a multiscale approach. Different models of
ANN were tested and compared with the traditional
techniques. The standard image was artificially de-
graded to simulate some types of frequent degradation
problems. Due to the huge amount of data generated
for training the ANN, this paper uses clustering tech-
niques to reduce the training set. The paper proposes
a simple restoration method that leads to a sub-optimal
solution without the need of prior knowledge estima-
tion of the degradation phenomenon. The ANN based
filters were tested with different kinds of degraded im-
ages. The mean squared error and the signal-to-noise
ratio were used as performance indices to measure the
quality of the results of the ANN and of some of the ex-
isting methods for comparison. The results show that
the ANN based restoration algorithms as proposed in
this paper are effective restoration methods. The main
advantage of the proposed approach is related to the fact
that it does not require an estimation of prior knowl-
edge of the degradation causes for each image.

1 Introduction

Due to the computational and technological develop-
ment the use of digital images has considerably grown
in the past years in several application fields as: se-
curity, monitoring, medicine, biology, industrial au-
tomation, astronomy, military, remote sensing, and au-
tonomous navigation. These applications require com-
putational methods of Digital Image Processing (DIP)
to improve image quality to facilitate human percep-
tion and interpretation with the help of automatic ma-
chines.
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Different approaches have been designed to restore
images from their degraded versions. The methods try
to compensate the possible existing problems of imag-
ing systems, by assuming that acquisition systems may
produce degraded images due to motion blur, atmo-
spheric turbulence, and optical diffraction [13]. In ad-
dition, the methods assume that Gaussian-like distri-
bution noise best models the kind of noise that may be
found in acquired images [9]. Thus, designing restora-
tion techniques is very important for image-based mea-
surement systems since noisy and degraded images may
significantly decrease the accuracy of feature extraction
and object recognition operations.

Different methods for image restoration have been
proposed, including the inverse filter, the Wiener fil-
ter, the moving-average filter, the parametric Wiener
filter, mean-squared-error filters, the singular-value de-
composition technique, deconvolution, and the band-
pass filter [8], as well as, the regularization filter [2].
All of these methods characterize the imaging systems
by their corresponding model.

The restoration of images is an inverse problem in
which the real image has to be recovered from its prob-
ably degraded version. The methods usually require a
priori knowledge of the degradation process to specify
the input parameters for the inverse restoration ap-
proach [11]. Attempts to enhance the decision process
in image restoration have led to modifications in the
classic filters and some of the image restoration tech-
niques have been modified to improve the results and
reduce the computational complexity [10, 6, 4, 3, 16].

In [20, 12, 18, 19, 7, 14] Artificial neural networks
(ANN) have been used to restore images. [20] has de-
signed a Hopfield network, whereas [12] has trained
a six-layer feed-forward network based on the singu-
lar value decomposition technique. The work of [18]
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has proposed two approaches for the image restoration
problem: a modified Hopfield neural network to imple-
ment, a harmonic model, and a variational partial dif-
ferential equations based algorithm. An impulse noise
filtering operator algorithm has been proposed by [19],
combining four center-weighted median filters with a
simple adaptive neuro-fuzzy inference system. [7] has
proposed a two stage based method involving the es-
timation of the blur function parameters that depends
on the image degradation model and the reconstruction
of the blurred images using a Hopfield recurrent neu-
ral network. The work of [14] has proposed a Genetic
Algorithm-based Fuzzy image filter to remove additive
identical independent distribution impulse noise from
highly corrupted images. It consists of a fuzzy logic
based reconstruction process, a fuzzy filtering process,
a genetic learning process, and an image knowledge
base.

The ANN models have been employed in image
restoration; however, in most of works, the training
and generalization tests have been applied to differ-
ent regions of the same image. For instance, in [1] a
MLP neural network was applied to reduce the blurring
in degraded gray level images corrupted by addictive
noise. The MLP neural network was trained with the
degraded image as input and the original image as out-
put. In [17] the training data set is composed by the
degraded image and the correlation between the orig-
inal image and the degraded image. In [15] an MLP
was trained with a fuzzy logic filter as input and the
original image as the desired output.

In this paper we present a novel ANN based multi-
scale restoration approach, considering the inverse pro-
cess of learning using a standard type of image. The
differences of the proposed technique are the use of a
generic degraded image model to train the proposed
neural networks and the use of a multiscale like ap-
proach to explore the influence of the neighborhood of
a pixel in the restoration process, as well as, the inde-
pendence of the estimation of prior knowledge of the
degradation process for the restoration. Thus, a main
advantage of the proposed method is the possibility of
using the same filter in images from different sensors
avoiding the estimation of a priori knowledge of the
image and the possible noise present.

The method employs different models of neural net-
works, as alternatives to the process of image restora-
tion. The networks used were: a Multi Layered Percep-
tron (MLP), a modified Radial Basis Functions (RBF),
and a Hopfield neural network (HNN). The perfor-
mances of the proposed neural network based filters
were compared with those of existing techniques re-
ported in existing literature.

In the results presented in the paper, the degrada-
tion effects are simulated by applying the degradation
model in [8]. In this model, the image is first convo-
luted with a low-pass Gaussian filtering and then noise
is added to the resulting image to simulate interference,
transmission errors, etc. The noise rate adopted is as-
sumed to be commonly found in digital images. Thus,
in the supervised training process the degraded image
data is provided as input to the ANN and the non-
degraded image pixel is presented as the corresponding
output.

The main difference of the present approach to ex-
isting ones relies on the use of space relations taken
from the surroundings of the considered pixel in dif-
ferent scales, which makes it possible for the ANN to
capture existing space relations among the considered
pixels in the image. This approach attempts at com-
ing up with a simple method that leads to an optimum
solution to the problem without the need to obtain or
estimate a priori knowledge of possible existing degra-
dations in the images.

In trying to generalize the results obtained, the
trained ANNs were submitted to indoor, outdoor, and
satellite artificially degraded images to verify their (or
validation) performances on different image types. The
results are compared to existing restoration approaches
(especially the Wiener filter).

The paper is organized as follows. Section 2 brings
some basic definitions of the restoration problem. Sec-
tion 3 describes the proposed restoration method. Sec-
tion 4 presents some experimental results, with a quan-
titative analysis. Finally, Section 5 brings the conclu-
sion for the work.

2 Image restoration

In general, image restoration techniques are oriented
by the degradation model and consist of the applica-
tion of an inverse process to obtain the original image
[8; 2] based on a priori knowledge of the degradation
phenomenon.

The degraded model in the spatial domain is repre-
sented by Equation 1 in which f(z,y) is the original
image and g¢(z,y) the degraded one. In the model,
n(z,y) represents an additive noise introduced by the
system, and h(z,y) is the point spread function of the
blurring degradation component, which may be simu-
lated by a low-pass Gaussian filter. The same model
in the frequency domain by the Fourier Transform is
given by Equation 2 [8].

9(z,y) = h(z,y) * f(z,y) + n(z,y) (1)
G(u,v) = H(u,v) - F(u,v) + N(u,v) (2)
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A common method used in image processing is the
Wiener filter. A priori estimate of the original im-
age frequency spectrum F(u,v) can be obtained, given
knowledge of the degradation process. The Wiener fil-
ter operation is described by Equation 3.

1 |H (u,v)|?

FO0) = Fure) " TH o) 1 Sy (u, 955 (u, 0)

G(u,v) (3)

where |H (u,v)|* is the square magnitude of the fre-
quency spectrum of the degradation model, S,(u,v)
and Sy(u,v) are the average square magnitude fre-
quency spectrums of the noisy and the original images,
respectively. The ratio S, (u,v)/S¢(u,v) is called the
noise-to-signal power ratio.

3 The Proposed Approach

In this paper an ANN based multiscale image
restoration approach is proposed. The calibration of
the method requires two distinct phases: in the first
a modified Kohonen neural network, using a growing
strategy based on a similarity threshold level is em-
ployed to cluster the training data set; in the second
phase an MLP, an RBF, and a Hopfield are trained and
employed to recover the inverse reconstruction model.

The three neural networks are trained with the data
acquired from the artificial degraded image of gray level
co-centered circles. This training strategy attempts
at making the ANN learn embedded space relations
between a degraded pixel and its neighborhood in or-
der to be associated to its non-degraded version. The
flowchart diagram in Figure 1 represents the main pro-
cess of the proposed approach.

Training process

Create images of
co-centered
degraded circles

MLP and RBF
training

Activation process

Trained MLP,
RBF and Hopfield

Restored image

Figure 1. Flowchart diagram of the proposed
approach

Testing
Degraded Images
(indoor, outdoor, etc)

Figure 1 shows the two main processes of the pro-
posed method. The training process consists of build-
ing the training sets by creating the synthetic degraded
image. Due to the large sizes of the sets obtained, the
images are then presented to a Kohonen based clus-
tering algorithm in order to produce reduced sets for

training purposes. In the activation process the avail-
able testing images are first artificially degraded and
then they are submitted to trained neural networks for
restoration and performance analysis.

3.1 Training data

The proposed approach follows the assumption that
the effects of the degradation sources mentioned before
are commonly found in images. Thus, the 8-bit de-
graded gray level image of co-centered circles was as-
sumed to represent all possible common interferences
in an image, independent of the source of the image.
Figure 2.a shows the degraded image of the co-centered
circles on the left and the corresponding non-degraded
version on the right.

The multiscale approach is achieved by sequentially
extracting 3x3, 5x5, 7x7 windows around a pixel in the
degraded version of the image, which is then associated
to the corresponding pixel at the center position of the
a 7x7 window in the original non-degraded image.

Effectively, a 7x7 window is extracted and then, a
3x3 and a 5x5 windows are derived by subsampling the
extracted 7x7 window. In addition, the 5x5 and 7x7
windows are subsampled to form 3x3 windows. Then,
the process results in 3 windows of 3x3 pixels. Each
of these windows is rearranged to form 9x1 vectors.
The resulting vectors are finally assembled in one 27x1
vector that is added to the set of training vectors. Such
process has been called in this paper as ’linearization’.
Such vector is associated to the non-degraded pixel at
the center of the equivalent 7x7 window in the original
image. The process yield for each pixel a 27x1 vector
(see Figure 2.b).

b. 260100
Figure 2. Multiscale approach: a) over all
view of “linearization” in process and b) illus-
tration of the 7x7 window neighborhood sub-
sample method.
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The previous data assembling process results in a
very large training data set that may take a long time
for the MLP training phase. Thus, the previously cited
Kohonen neural network is applied, in a data mining
like approach, to reduce the amount of data for training
purposes. Vector similarity thresholds are established
to extract reduced sets of the original data. The experi-
ments reported in this paper used a similarity threshold
of 0.8. However, the image data was submitted to 0.8
and 0.9 similarity thresholds. Table 1 shows the size of
the resulting data sets obtained by the Kohonen net-
work for dimension reduction employed in the training
phase.

Table 1. Training set reduction

Image | Size Image | Similarity | Vector Size
Circle | 506x506 1.0 256036
Circle | 506x506 0.9 11318
Circle | 506x506 0.8 2886

3.2 Training process

The MLP training process consisted of the simulta-
neous submission of the degraded image data as inputs
and the pixel at the center of the corresponding 7x7
window in the non-degraded image as the correspond-
ing output. The proposed MLP was designed with 1
hidden layer with 28 neurons and 1 output. However,
different MLP architectures were tried. The logistic
sigmoidal activation function was used for all the neu-
rons. The trained MLP was then generalized by sub-
mitting different images to it.

To use the RBF network in the construction of a
filter for image restoration required two changes in the
methodology of constructing RBF networks. The first
was in the architecture of the network with the inclu-
sion of an extra hidden layer. The second change was
in the form of setting the centers of the radial basis
functions of the problem at hand. The first layer of
hidden neurons form a base of 256 Gaussian functions,
with ¢ = 1. In the second layer neurons the logistic
sigmoidal function was used as the activation function.
The centers of the Gaussian functions of the first hid-
den layer were 256 vectors obtained from the training
set used in training the MLP network. The original set
with 2886 vectors (after clustering) was reclustered to
result in a reduced set with 256 vectors. Chosen the
centers of the first hidden layer, the training of the sec-
ond hidden layer and output layer employs the error
backpropagation algorithm to train the MLP. The al-
gorithm ran iteratively for 100 times of training. The

weights obtained were subjected to a generalization
test on a degraded image test. The resulting restored
image is subjected to the calculation of the signal /noise
ratio which is then compared to the value obtained with
the Wiener filter, considered to be the best among the
traditional methods used in this work. The criterion
for stopping the algorithm consisted of finding a value
of the signal/noise ratio, for the RBF network, that as
at least 5% higher than the value of the signal noise
ratio obtained in the restoration by Wiener filter.

The use of the Hopfield network in this work fol-
lows the general ideas of this network as an associative
memory, with the following changes: 1) the vectors
are stored as fundamental memories vectors with dis-
crete components assuming values between 0 and 255;
2) the activation function used is the hyperbolic tan-
gent function, and 3) the update of the states of the
neurons is synchronous. This assembly used the 256
vectors resulting from the reclustering of the 2886 vec-
tors generated by the multiscale approach. The acti-
vation of the network consisted of the presentation of
7x7 data extracted from the windows in the degraded
image test. The state of the neurons of the Hopfield
network were updated for a number of iterations or un-
til there were not any significant change (within certain
limits of tolerance) in the energy of the network given
by the Liapnunov function (E) expressed in Equation
4.

1
E eI S - Y+ o @
#j g i i
During generalization, the ANN is exposed to a set

of different images artificially degraded with the same
parameters of Equation 1.

4 Experiments

In this section, we present results of some of the ex-
periments conducted in which the proposed technique
was used to restore degraded images. The trained neu-
ral network architecture was used to restore artificially
degraded versions of different images: the Lenna im-
age commonly used in the computer vision literature,
and outdoor images, such as, satellite images of differ-
ent applications. Such images were submitted to the
same degradation process used in the construction of
the training image. The use of different image data
aims at verifying the adequacy and robustness of the
present approach for the image restoration problem as
stated in [8]. In [5], this same methodology was
applied in tomography brain images degraded by the
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capture system, and the neural restoration system im-
proved the classification process, showing the adequacy
of the method.

Our method was applied for 7 images and the re-
sults, for 3 of them (one of each type) can be observed
in the Figures 3, 4 and 5. A comparison of the proposed
method and the Wiener filter is performed through a
quantitative analysis by calculating the Mean Square
Error (MSE) and the Signal-to-Noise-Ratio (SNR). Ta-
bles 2 and 3 show the qualitative analysis for all the
experiments.

Figures 3, 4 and 5 present, respectively, the Lenna,
the LANDSAT (LS) 1 and the CBERS (CB) 2 im-
ages: a) without noise; b) artificially degraded by a
3rd Gaussian blurring filter with (Gauss ¢? = 10)
and additive noise with (mean) p = 0 and (variance)
v = 0.01, ¢) MLP (MLPO08) restoration result with
similarity= 0.8, d) MLP (MLPQ9) restoration result
with similarity= 0.9, ¢) RBF restoration result; and f)
Hopfield (Hopf) restoration result.

e b
Figure 3. Generalization tests with Lenna im-

age: a) without noise; b) degraded; c) MLP0S;
d) MLPO09; e) RBF; and f) Hopf.

= - L9 { I
c. o i - WO (). .
Figure 4. Generalization tests with LandSat
2 image: a) without noise; b) degraded; c)
MLPO08; d) MLP09; e) RBF; and f) Hopf.

Figure 5. Generalization tests with Cbers 1
image: a) without noise; b) degraded; c)
MLPO08; d) MLP09; e) RBF; and f) Hopf.

The obtained values for the MSE and the SNR be-
tween the original image and the degraded version,
and between the original and restored images are pre-
sented in Table 2 and 3, respectively. The first col-
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umn refers to the image employed in the tests (Lenna,
LandSat1l (LS1), LandSat2 (LS2), LandSat3 (LS3),
CBERS1 (CB1), CBERS2 (CB2), CBERS3 (CB3)),
the second column to the degraded images (D), the
third column refers to the restoration results obtained
by Wiener filter (WF), the fourth column refers to the
restoration results obtained by multilayer perceptron
with similarity — 0.8 (MLP08), the fifth column to mul-
tilayer perceptron with similarity — 0.9 (MLPQ9), the
sixth column refers to the radial Basis Function net-
work (RBF) results, and the seventh column refers to
the Hopfield network (Hopf) results.

Table 2. Mean Square Error (MSE).

Image D WF MLP | MLP RBF Hopf
0.8 0.9
Lenna | 25.79 | 11.14 9.81 10.32 | 10.12 | 10.19
LS1 34.40 | 10.79 7.75 8.66 8.59 11.80
.52 25.35 | 11.48 | 10.82 | 11.07 | 11.39 | 11.47
LS3 37.55 | 11.78 | 11.87 | 12.21 | 14.12 | 15.38
CB1 26.55 | 11.05 9.78 10.29 9.66 10.53
CB2 91.94 | 12.39 | 12.13 | 11.54 | 13.35 | 18.89
CB3 49.62 | 11.35 | 10.95 | 11.11 12.27 | 13.47

A better performance of the ANN restoration can
be verified by comparing its smaller MSE and larger
SNR, with the corresponding values obtained with the
Wiener restoration filter. A smaller MSE means that
the restored image is closer to the original version. The
results obtained show that the approach is very promis-
ing. In Tables 2 and 3 we can verify that, compared
to the Wiener Filter results, the ANN model presents
better results for 6 of the 7 experiments performed,
in which noise decreases. In a particular case, for the
CBERS images, the ANN model performed better in 3
of the 3 images tested.

Table 3. Signal-to-Noise-Ratio (SNR).

Image D WF MLP | MLP RBF Hopf
0.8 0.9
Lenna | 5.55 | 12.68 | 13.78 | 13.34 | 13.51 13.45
LS1 4.41 | 11.42 | 14.28 | 13.33 | 13.40 | 10.64
LS2 5.09 | 11.93 | 12.44 | 12.24 | 12.00 | 11.94
LS3 8.14 | 14.35 | 14.29 | 14.05 | 12.78 | 12.04
CB1 6.11 | 13.25 | 14.31 | 13.87 | 14.43 | 13.68
CB2 5.70 | 10.70 | 10.88 | 11.31 | 10.05 7.03
CB3 6.39 | 12.74 | 13.04 | 12.92 | 12.06 | 11.25

4.1 Additional experiments

Additional experiments were carried out by varying
the noise rate (u = 0 and v =0.01, 0.05 and 0.10)
and 3rd, 5th and 7th Gaussian blurring with (Gauss
0% = 10) artificially added to the image in the process
of degradation.

4.1.1 Lenna image with addtive noise

Table 4 shows the results of images restoration with
artificial noise only p = 0 and v=0.01, 0.05 and 0.10.

Table 4. Results for Lena image degraded
with noise v=0.01, v=0.05, v=0.1 e ;=0

v=0.01 e v=0.05 e v=0.1e
Lena n—0 n—0 pn—0

MSE SNR MSE SNR MSE | SNR
D 25.31 6.61 52.94 2.34 69.06 1.25
WF 11.13 | 12.68 22.70 6.50 29.30 4.29
MLPO08 9.80 13.79 19.46 7.83 28.27 4.59
MLPO09 | 10.35 | 13.32 23.69 6.12 32.68 3.33
RBF 10.18 | 13.46 | 15.05 | 10.06 | 19.12 | 7.96
Hopf 10.08 | 13.54 17.84 8.59 33.50 3.12

Through the Table 4 can be observed that the neural
filters have better performance compared to the tradi-
tional filters. The filter MLPOS8 obtained the best result
for the rate of noise v = 0.01 and p = 0 and for noise
with v = 0.05, v = 0.1 and g = 0 the filter that showed
the best performance was RBF. This result can be ob-
served through the values of SNR that were higher than
other filters, as outlined in 4.

4.1.2 Gaussian blurring and addtive noise

Tables 5, 6 and 7 present the results of filters applied to
Lenna image degraded with Gaussian blurring of 3rd,
5th and 7th order, respectively, with (Gauss o2 = 10)
and additive noise varying p = 0 and v = 0.01, 0.05
and 0.10 to test the ANNs approach.

Through Tables 5, 6 and 7 it can be observed that
RBF neural filter sistematically present the better re-
sults. Through the analysis of these results it can
be observed that the neural network performed better
than the Wiener Filter (WF) for all of the noise levels
used in the experiments. Thus, these results demon-
strate the robustness of the methodology, when applied
to images with different levels of noise.
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Table 5. Results for Lena image degraded
with 3rd order Gaussian blurring.

Table 7. Results for Lena image degraded
with 7th order Gaussian blurring.

Table 6. Results for Lena image degraded
with 5th order Gaussian blurring.

v=0.01 e v=0.05 e v=0.1e
Lena pn=0 pn=0 pn=0

MSE SNR MSE | SNR | MSE SNR
D 26.78 5.84 54.05 2.05 69.81 1.082
WF 13.82 10.80 24.28 5.91 30.60 3.90
MLPO8 | 12.17 11.90 20.74 7.27 29.25 4.29
MLP09 | 12.31 11.81 24.83 5.72 33.67 3.06
RBF 12.09 11.96 | 16.55 | 9.24 20,30 7,47
Hopf 11.99 | 12.04 18.79 8.13 33,57 | 3.098

5 Conclusion

A neural network multiscale image restoration
method was proposed for restoring degraded images
based on an universal training data strategy. Experi-
mental results show the adequacy of the proposed ap-
proach to solve the problem. Through a quantitative
analysis it may be observed that the proposed method
presents similar results to the ones obtained in the
restoration process using the Wiener filter, reported in
literature as the most used method for image restora-
tion. As futures work, these results will be compared
with more similar approaches: optimization approach
and neighborhood pattern based method.

In most of the conducted experiments, a reduction
of the degradation for the ANN restored images was
performed as may be observed by the signal to noise
ratio measurements.

An advantage of the proposed method is related to
the fact a neural network approach may be less compu-
tationally expensive than the Wiener filter when deal-
ing with very large image datasets, in addition to the
easiness of implementation of the ANN models that
may also be implemented directly imaging acquisition
hardware.

v=0.01 e v=0.05 e v=0.1e v=0.01 e v=0.05 e v=0.1¢e
Lena n=0 ©n=0 ©n=0 Lena pn=0 ©n=0 ©n=0

MSE SNR MSE | SNR | MSE | SNR MSE SNR MSE | SNR | MSE | SNR
D 25.90 6.26 53.48 2.19 69.45 1.16 D 27.59 5.47 54.53 1.93 70.57 0.99
WF 12.22 11.88 23.44 6.22 29.85 4.12 WF 15.24 9.95 25.16 5.60 31.41 3.68
MLPO8 | 10,77 | 12,98 | 19,90 | 7.6/ | 28,66 | 4.47 MLPO8 | 13.51 | 11.01 | 21.41 | 7.00 | 30.00 | 4.07
MLPO9 | 11.07 | 12.73 | 24.04 5.99 | 33.10 3.22 MLP09 | 13.55 10.98 | 2547 | 5.50 34.50 2.86
RBF 11.02 12.77 15.72 9.69 19.66 7.75 RBF 13.22 11.19 17.34 8.84 21.22 7.08
Hopf 10.76 12.98 18.14 8.44 33.41 3.14 Hopf 13.20 11.20 19.51 7.81 34.55 2.85
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