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Geodesic modes driven by plasma fluxes during oblique NB heating in tokamaks
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Some relevant aspects of the instability of Geodesic Acoustic Modes (GAMs) driven by Neutral Beam (NB) injection are studied, in particular its dependence on the injection direction, that is, co- or counter-injection, and on the pitch angle distribution of the beam particles in velocity space. In this paper, we further investigate these and other related issues considering the excitation of GAMs by energetic ions created during NB injection and modeled by a bump-on-tail distribution function with a sharp Gaussian dependence over the pitch angle at the injection angle. The bump is considered to have an energetic ion tail with temperature of the order of the third part of the critical energy that appears due to the slowing down effect on electrons. It is found that the maximum frequency of the GAM instability stays below the particle circulation frequency at the critical energy, and it is substantially reduced to be closer to parallel injection conditions. The instability may be preferentially driven for counter NB injection due to the interaction of plasma rotation and/or diamagnetic drift with electron current velocity. Published by AIP Publishing.
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I. INTRODUCTION

Geodesic Acoustic Modes (GAMs) are \( M = 0 \) and \( N = 0 \) axisymmetric modes combined with \( M = \pm 1 \) and \( \pm 2 \) poloidal side-bands, with frequency \( \omega_{\text{cr}} \approx (7T_i/2 + 2T_e)/R_0m_e \), driven by electron and anisotropic ion pressure perturbations. In this expression, \( T_e \) and \( T_i \) are the electron and ion temperatures in energy units, respectively, \( R_0 \) is the major radius of the plasma column, and \( m_i \) is the ion mass. These modes may drive anomalous plasma transport and energetic ions loss, as it has been theoretically established and experimentally observed. Furthermore, they may be useful as a diagnostic tool to indicate the L-H confinement transition in tokamaks. Eigenmodes in the geodesic frequency range have been experimentally observed for a wide range of tokamak ohmic discharges, and were also detected in ion cyclotron resonance (ICR) and Neutral Beam (NB) heating discharges. In the latter case, the instability is preferentially driven by counter injection in comparison to co-injection, especially during the current ramp-up.

According to the early theoretical models, in discharges with NB injection, the GAM instability can be driven due to an inhomogeneous dependence on the pitch angle distribution in velocity space. For the parallel balanced injection, the inverse Landau damping is found to be the origin of instability, but a cold beam model of the bump may also reproduce the GAM instability that is named as reactive and it begins without threshold due to the absence of dissipation. Generally, the energetic ion model was used in the form of a slowing down distribution \( F_h \propto n_h/(\nu^3 + V^2_{\text{cr}}) \), where \( V_{\text{cr}} = \sqrt{2E_{\text{cr}}/m_h} \approx 5.5A_h^{1/3}/\sqrt{T_e/m_e} \) is defined by the critical energy \( E_{\text{cr}} \) (\( n_h \) is the mass of the beam particles, \( A_h \) is the mass number, and \( n_h \) is the fractional density of the energetic particles). Two kinds of geodesic modes were found, namely, the standard GAM and the geodesic mode driven by energetic particles (EGAM), which may appear above some critical energetic ion density. It should be noted that numerical simulations using the TRANSP code show that the energetic ions’ “bump on tail” is formed at the critical velocity, where the GAM phase resonance may occur, and that accounting for the energetic ion temperature may affect the GAM dispersion and instability criteria.

In this work, we analyze the effect of a minor concentration of energetic ions, with velocity distribution produced by NB injection, on the GAM spectrum using a fully kinetic description for the energetic particles, while the basic plasma particles are treated in the fluid approximation. This model is based upon the following simplifying assumptions: large values of the safety factor \( q \), namely, \( q^2 \gg 1 \) and frequency band characterized by \( \nu_{\text{Te}}/R_q \gg \nu_{\text{GAM}} \gg \nu_{\text{Te}}/R_q \). In comparison to previous investigations, the new features in our model are to consider the situation in which the GAM phase resonance may appear at the critical velocity where the energetic ions form the bump that begins to be substantially diffused/scattered, having the parallel temperature \( T_h \approx E_{\text{cr}}/3 \), and the difference in the physics of the modes driven by balanced and co/counter injection is under discussion.

II. THEORETICAL MODEL FOR GAM Driven BY THE BEAM

The kinetic treatment of the GAM type modes driven by NB injection in large aspect ratio tokamaks, i.e., \( R_0 \gg a \), where \( a \) is the minor radius of the plasma column, with circular surfaces \( (R = R_0 + r \cos \vartheta \) and \( z = r \sin \vartheta \), is carried out using the quasi-toroidal set of coordinates \( (r, \vartheta, \zeta) \), which are formed by the magnetic field with toroidal and poloidal components, such as \( B_r = B_0 R_0/r \) and \( B_\vartheta = rB_\zeta/qR_0 \), where \( B_0 \) is the value of the magnetic field at the magnetic axis.
The simplified drift kinetic equation\(^{22-24}\) for any species \(x\) (electron, energetic, or main ions), for electrostatic oscillations, is written in the plasma species coordinate frame as

\[
(w + v_{0x}) \frac{\partial f_x}{\partial t} - i \Omega f_x = \frac{e_x}{m_x} \left[ \left( 2 + \eta_x (u^2 - 3) \right) F_x E_2 + \frac{(w + v_{0x})^2 - v_{th}^2 + y^2/2}{v_{T}^2 + k_0 R} \frac{\partial f_x}{\partial \theta} \right] \frac{E_1 \sin \theta}{\Omega v_{T}^2 \Omega u \partial \theta} - \frac{w E_3}{k_0 v_{T}^2 \Omega u \partial \theta}.
\]

(1)

Here, \(E_{1,2,3}\) are the radial, bi-normal, and parallel components of the wave field; \(\Omega = \omega R_{00}/v_{T_0}\) is the normalized wave frequency; \(\omega_{ce} = eB/m_e c\) are the cyclotron frequencies; \(k_0 = h\omega/\pi = 1/qR\) is the parallel wave vector; \(h_0 = B_0/B_0\) is the magnetic field inclination; \(w = v_1/v_{T_0}\), \(y = v_1/v_{T_2}\), and \(u = \sqrt{w^2 + y^2}\) are the normalized space velocities; \(\partial n_0/\partial r = -n_0/dr\) is the density gradient; \(\eta_{e,i} = \partial \ln T_{e,i}/\partial \ln n_0\); and \(v_{T_2} = \sqrt{T_2/m_2}\) is the particle thermal velocities. It is assumed that unbalanced NB injection may drive ion rotation with shifted Maxwell distribution \(F_x = F_{Mcw} u = w - \eta_x\) with \(v_{0x} = v_{0}/v_{T_2}\) having the respective parallel equilibrium velocity \(v_{0}\), accounting for the centrifugal effect with the parameter \(t_\tau = T_\tau / (T_\tau + T_\tau)\) for ions.\(^{24}\)

Due to the ohmic current, a shifted distribution is also valid for electrons. To model the respective equilibrium distribution for the energetic ions, we take into account the dynamic friction of NB ions with electrons, considering \(v_h < v_{Te}\), and strong scattering by ions below critical velocity.\(^{20}\) i.e., \(v_h < v_{cr}\). Within this model, the energetic particles can be described by a “bump-on-tail like” distribution, \(F_h = C v^2 g(\lambda) \exp[-(\lambda - \lambda_0)^2/\Delta^2]\), with hot ion temperature \(T_h \approx O(m_h v_{h}^2/6)\) and Gaussian angular distribution (similar to Refs. 15 and 17) \(g(\lambda) = \frac{\lambda}{\sqrt{\pi} \lambda_0^2} \exp[-(\lambda - \lambda_0)^2/\Delta^2]\), \(\lambda_0 = \frac{v_{h}}{v_{T_0}}\), with maximum at the injection pitch angle \(\lambda_{inj} = \sqrt{1 - \lambda_0^2}\),

\[
C = \frac{\eta_{h} \sqrt{(1 - \lambda_0)}}{6 \pi v_{T_0}^3 /2} \] is the normalization coefficient, and \(\Delta \propto T_h\) is some characteristic of the angular thermal spread.

We expect that the GAM frequency be of the order of the critical circulation one and much higher than the ion transit frequency, i.e., \(\omega_{GAM} \sim V_{ce}/R_q \gg v_{T_1}/R_q\), which leads to fluid results for the main plasma particles.\(^{14,24}\) Keeping the leading terms in the respective electron and ion radial current perturbations driven by the radial magnetic drift velocity \(V_{cz} = -[(w - v_{0})^2 - v_{th}^2 (1 + \tau_\eta) + y^2/2] v_{T_2} \sin \theta / R \omega_{ce}\), we get the expressions for the average radial components of the perturbed electron and ion current densities, respectively,

\[
\langle j_r \rangle = \frac{e_n q_{he}}{m_{he} \omega_{he}} \left[ \left( 1 + \frac{v_{0}}{v_{T}} (1 - \tau) \right) E_1 \right] - \frac{\sqrt{2} \pi}{8} \left( 2 v_{0} + \tau_{e} \Omega_{e} (2 + \eta) \right) E_1.
\]

(2)

Here, the density perturbation response via the coefficients, \(N_{e,h} \approx O(1),\) driven by the energetic ions is assumed to be small because it is proportional to the relative density of energetic ions \(n_h = n_{0h}/n_0\) and \(v_{T_1} \ll v_{T_2}\).

To evaluate the effect of energetic ions in Eq. (1), we follow the standard procedure by taking the first terms, \(E_3 = E_1 \sin \theta + E_2 \cos \theta\) and \(f_{he} = f_{he} \sin \theta + f_{he} \cos \theta\), of Fourier expansion of the respective function. Equilibrating the \(\sin \theta / \cos \theta\) coefficients after substitution of the \(E_3\)-field and respective distribution function into Eq. (1) and ignoring the hot species rotation, drift, and second poloidal harmonic effects, we obtain equations for the perturbed distributions\(^{14}\)

\[
f_{eh} = \frac{i e_n q_{he} (w^2 + y^2/2) E_1 \partial F_{he}}{\omega_{he} m_{he} v_{T_1} \left( \Omega_{e} - w \right) \partial \theta} - \omega e_n q_{he} R (\Omega_{e} - w E_1) \partial F_{he} / T_{he} \left( \Omega_{e} - w \right) \partial \theta,
\]

(6a)

\[
f_{eh} = \frac{i e_n q_{he} (w^2 + y^2/2) E_1 \partial F_{he}}{\omega_{he} m_{he} v_{T_1} \left( \Omega_{e} - w \right) \partial \theta} - \omega e_n q_{he} R (\Omega_{he} + w E_1) \partial F_{he} / T_{he} \left( \Omega_{e} - w \right) \partial \theta.
\]

(6b)

Here, the bump rotation \(v_{0e} = 0\) is omitted because it is included into the basic ion rotation, the finite orbit width effect\(^{25}\) is not included due to the proposed geodesic continuum study, and the diamagnetic effect\(^{24}\) is ignored in the energetic ion distribution, consistently with the assumption of plasma ion pressure larger than the hot ion pressure. In
fact, it is rather difficult to carry out analytical calculations taking into account these effects; therefore, this will be the subject of a later separate study. Next, using the \( \sin \)-component distribution from Eq. (6a), we have to calculate the \( \theta \)-averaged radial current

\[
\langle j^\theta_r \rangle = e \bar{v} B E \int_0^\infty u^2 du \sum_{\alpha = 2}^{\infty} \int V_{\alpha f, \alpha} d\lambda \frac{1}{2} \sqrt{1 - \lambda},
\]

which is driven by hot ions. Changing variables \( y = \sqrt{2}u \) and \( w = \sigma \sqrt{(1 - \lambda)} u \) in Eq. (6a) where \( \sigma = \pm 1 \) for co- and counter injection, respectively, we may easily proceed with integration over the \( u \)-velocity using standard incomplete Gamma and \( Z(x) \)-plasma dispersion functions. To demonstrate the evaluation procedure of an unwieldy equation, we show the intermediate results of integration over \( u = 0, \infty \) related to the current driven by the electric field. Below, the \( E_z \)-component of the current is presented separately from others

\[
\langle j^\theta_r \rangle = i \sigma \sqrt{2} j_{0h} R_o \omega_c E_z \sqrt{2/\pi} \int_0^\infty \sqrt{1 - \lambda_0} \frac{d\lambda}{\Delta} \exp \left[ -\frac{(\lambda - \lambda_0)^2}{\Delta^2} \right] \times \frac{2(\lambda - \lambda_0)}{(1 - \lambda)^2} \Omega_h \left\{ \Omega_h^4 (1 -\lambda) + 4 - \frac{4(\lambda - \lambda_0)^2}{\Delta^2} \right\} \times \frac{(1 - \lambda)}{(1 - \lambda_0)^2} + \Omega_h^4 (1 -\lambda) \left[ \frac{\Omega_h^4}{2(1 - \lambda)} - 1 \right] - 2 \frac{(\lambda - \lambda_0)^2}{\Delta^2} \right\} \times \left[ \text{Re} \left( \Gamma \left( \begin{array}{c} 0, -\Omega_h^2 \frac{2(1 - \lambda)}{(1 - \lambda_0)} \end{array} \right) \right) + \pi \right] \exp \left( -\frac{\Omega_h^2}{\Delta} \left( \frac{2(1 - \lambda)}{(1 - \lambda_0)} \right) \right),
\]

where \( j_0 = \frac{\sqrt{2} j_{0h} R_0 \omega_c E_z}{12 \sqrt{\pi} E_1} \) and the integration \( \int_0^\infty \frac{d\lambda}{\Delta} \exp \left[ -\frac{(\lambda - \lambda_0)^2}{\Delta^2} \right] \int_0^\infty \frac{d\lambda}{\Delta} \exp \left[ -\frac{(\lambda - \lambda_0)^2}{\Delta^2} \right] \)

\[
= \frac{1}{2} \text{Re} \left[ \right] \left( \frac{1}{2} \right) \frac{\Omega_h^4}{2(1 - \lambda_0)} \left( \frac{2(1 - \lambda_0)}{(1 - \lambda_0)} \right) \right] + \pi \right] \exp \left( -\frac{\Omega_h^2}{\Delta} \left( \frac{2(1 - \lambda)}{(1 - \lambda_0)} \right) \right) \right] \times \left[ \text{Re} \left( \Gamma \left( \begin{array}{c} 0, -\Omega_h^2 \frac{2(1 - \lambda)}{(1 - \lambda_0)} \end{array} \right) \right) + \pi \right] \exp \left( -\frac{\Omega_h^2}{\Delta} \left( \frac{2(1 - \lambda)}{(1 - \lambda_0)} \right) \right) \right],
\]

where integral\( \frac{1}{2} \text{Re} \left[ \right] \left( \frac{1}{2} \right) \frac{\Omega_h^4}{2(1 - \lambda_0)} \left( \frac{2(1 - \lambda_0)}{(1 - \lambda_0)} \right) \right] + \pi \right] \exp \left( -\frac{\Omega_h^2}{\Delta} \left( \frac{2(1 - \lambda)}{(1 - \lambda_0)} \right) \right) \right] \times \left[ \text{Re} \left( \Gamma \left( \begin{array}{c} 0, -\Omega_h^2 \frac{2(1 - \lambda)}{(1 - \lambda_0)} \end{array} \right) \right) + \pi \right] \exp \left( -\frac{\Omega_h^2}{\Delta} \left( \frac{2(1 - \lambda)}{(1 - \lambda_0)} \right) \right) \right],
\]

where \( \Phi_0 (\lambda) \) are some arbitrary functions, whose derivatives are assumed to be not large. \( \text{erf}(x) = 2 \int_0^x \frac{\exp (-\pi z^2)}{\sqrt{\pi}} dx \) is the probability integral that has asymptotic properties, \( \text{erf}(1 - \lambda_0) / \Delta \approx 1 \), and \( \text{erf}(-1 - \lambda_0) / \Delta \approx -1 \). The above integration method is applied to Eqs. (7a) and (7b), and omitting the \( \Delta^2 \)-corrections, we obtain

\[
\langle j^\theta_r \rangle = i \sigma \sqrt{2} j_{0h} R_o \omega_c E_z \sqrt{2/\pi} \int_0^\infty \sqrt{1 - \lambda_0} \frac{d\lambda}{\Delta} \exp \left[ -\frac{(\lambda - \lambda_0)^2}{\Delta^2} \right] \times \left[ \frac{2(\lambda - \lambda_0)}{(1 - \lambda)^2} \Omega_h \left\{ \Omega_h^4 (1 -\lambda) + 4 - \frac{4(\lambda - \lambda_0)^2}{\Delta^2} \right\} \times \frac{(1 - \lambda)}{(1 - \lambda_0)^2} + \Omega_h^4 (1 -\lambda) \left[ \frac{\Omega_h^4}{2(1 - \lambda)} - 1 \right] - 2 \frac{(\lambda - \lambda_0)^2}{\Delta^2} \right\} \times \left[ \text{Re} \left( \Gamma \left( \begin{array}{c} 0, -\Omega_h^2 \frac{2(1 - \lambda)}{(1 - \lambda_0)} \end{array} \right) \right) + \pi \right] \exp \left( -\frac{\Omega_h^2}{\Delta} \left( \frac{2(1 - \lambda)}{(1 - \lambda_0)} \right) \right) \right],
\]

where \( \sigma = 0 \) for balanced NB. It should be noted that the above result is not dependent on the \( \Delta \)-width in the limit \( \lambda_0, (1 - \lambda_0)^2 \gg \Delta^2 \).
Furthermore, taking into account the electric field amplitudes $E_{ix}$ from Eq. (5) in the sum of the components of the current species $J_z = (j_e + j_i + j_p)$ together with the ion radial polarization current, $j_p = -i \omega \epsilon E_{1x}/4 \pi c_0^2$, we obtain the total radial current valid for the GAM dispersion ($\text{Im} J_z E_{1x}^* = 0$) and instability ($\text{Re} J_z E_{1x}^* < 0$) analyses

$$J_z = \frac{\epsilon_0^2 m_i \omega_i^2 R}{\Omega_{th}} \left\{ \frac{\Omega_{th}}{\epsilon_0} \left( \frac{7}{2} + 2 \tau_e + 4 \epsilon_0^2 - \frac{\Omega^2}{q^2} \right) + \sqrt{2 \pi} \frac{\Omega_{th}}{\epsilon_0} \left( \frac{\Omega^2}{4} + 4 \tau_e + 2 \right) \exp \left( -\frac{\Omega^2}{2} \right) \right\} E_{ix}, \quad (9)$$

where the toroidal rotation term $v_{th}$ is extended to the earlier calculated diamagnetic effect.\(^{14,24}\) $v_{th}^* = v_{th} + (1 + n_x + 3 \tau_e/2) \Omega^2/2, v_{th} \approx v_{th}$.

Generally, the evolution of the wave amplitude is determined by the condition that the time rate of change in wave energy $W$ is equal to the negative of the power dissipated into the background plasma plus the power of the energetic particles transferred to the waves, which is the integral of the power density over the coordinate space $\delta W/\delta t = -\int \text{Re} J_z E_{ix}^2 \delta r$. Here, we study the wave stability in the local continuum approximation that leads to the resonance condition $J_z = 0$; the instability growth rate can be calculated perturbatively by assuming that the imaginary part of the frequency $\omega = \omega_{GAM} + i \gamma$ is small in comparison to the real part $\gamma \ll \omega_{GAM}$. Using Eq. (9) in the implicit form of $\omega$ after multiplication by the $E_1^*$-complex conjugate part of $E_i$ to eliminate the time oscillation factor and expanding the equation $J_z E_{ix}^* = 0$ in Taylor series of $\gamma$, we have the resonance condition $\text{Im} J_z E_{ix}^* = 0$ and $\partial \text{Im} J_z E_{ix}^*/\partial \epsilon_{\text{Im} J_z E_{ix}^*}$ $= \text{Re} J_z E_{ix}^*$. It is evident that the GAM stability analysis using Eq. (8) is rather involved; therefore, we initially circumvent this difficulty by finding the region where the instability may occur ignoring the exact GAM dispersion. In the case of a local approximation, we may use the power density $P = J_z E_{ix}^*$ to define the instability region. Then, the correct GAM dispersion is found in the instability region. We also assume that the additional dissipated power related to the parallel electric field, Eqs. (4) and (5), is small in Eq. (8), i.e., proportional to $T_i/T_x \approx 2/15$, and it may be ignored ($E_{ix} = 0$) in comparison to the $E_{ix}$-component effect for a preliminary investigation.

III. NUMERICAL RESULTS AND DISCUSSION

We begin analyzing the possible region for the GAM instability using the normalized dissipated/er emitted power density $P_{x} = \text{Re} J_z E_{ix}^*/(n_{ib}^0 E_{1x}^*)$. It is plotted as a function of the normalized frequency $\Omega_{th}$ and $\lambda_0$ in Fig. 1, where negative power means instability drive. The maximum of power emission

$$P_{\text{max}} = \frac{125 \sqrt{2 \pi}}{2 \pi^3} (1 - \lambda_0)^{3/2} \left( 2 - \lambda_0 \right)^2 \exp \left( \frac{-5}{2 (2 - \lambda_0)} \right) \quad (10)$$

is found at the frequency $\Omega_{\text{max}} \approx \sqrt{5 (1 - \lambda_0)/2 (2 - \lambda_0)}$ and the region of instability is upper bounded by the condition

$$\Omega_{th} < \Omega_{\text{lim}} = 2 \sqrt{2 (1 - \lambda_0)/(2 - \lambda_0)},$$

which is partly shown in Fig. 1 and the Landau damping in the hot ions which has the maximum of the order of $O(P_{\text{max}})$ at

$$\Omega_{\text{max2}} \approx 2 \sqrt{3 - \lambda_0 + \sqrt{3 - \lambda_0}} (1 - \lambda_0)/(2 - \lambda_0),$$

FIG. 1. Plot of normalized emitted power density driven by energetic ions as a function of the normalized frequency $\Omega_{th}$ and $\lambda_0$ value for $n_{th} = 5\%$, $\tau_e = 1.5, T_i/T_x \approx 15/2$, and $E_{ix} = 0$. $\lambda_0 > 0.15 \Omega_{\text{max2}}$, where the geodesic modes may be indirectly excited due to the modification of equilibrium parameters such as the diamagnetic drift or rotation.\(^{14,24}\)

The criterion for the geodesic mode instability $\text{Re} J_z E_{ix}^* < 0$ is used in the form

$$n_{ib} P_{\text{Landau}} > P_{\text{Landau}} = \frac{\sqrt{2 \pi}}{4 \tau_{\text{th}}} \Omega_{\text{th}}^2 \left( \frac{v_{th}^2}{v_{th}^2} + 2 \right) \times \exp \left( -\frac{\Omega^2}{2 v_{th}^2} \right).$$

Assuming that all ions are identical and choosing the critical energy at the energetic ion distribution maximum and $T_i/T_x \approx 15/2$, both parts of Eq. (11) are plotted as a function of $\Omega_{th}$ for $n_{th} = 5\%$, $\lambda_0 = 0.3, 0.7$, and $\tau_e = 1, 1.5$ in Fig. 2. The instability may appear in the frequency region, where dash and/or dash-dotted lines related to the instability drive power density ($-n_{ib} P_{\text{Landau}}$) stay above solid or dashed lines, which mark the $P_{\text{Landau}}$-power densities responsible for the ion Landau damping. Here, the driving power density may be shifted up or down for another energetic ion density in the respective relation to the calculated value $n_{th}$ and the respective instability may appear when the $n_{ib}$-value stays above some threshold value $n_{th}$.

To clarify the lower bound frequency, the GAM instability threshold $n_{ib}$, which is defined by Landau damping on basic and hot ions, is calculated for $\lambda_0 = 0.6$ and different electron temperatures $\tau_e = 0.8, 1, 1.2$, and 1.5. In Fig. 3, we see that the instability region $n_{ib} \geq n_{ib}$ begins to be strongly lower bounded with diminishing of the electron temperature
dissipated in hot ions, and the highest mode is slightly unstable, the intermediate mode is strongly dissipated. Here, the GAM spectrum for $q = 2.8$ is plotted slightly below the instability threshold and the curves move down to the instability region for lower $q$-values. However, the instability region stays below the maximum of the circulation frequency at the bump maximum, and it is limited by the Landau damping in the hot ions $\Omega_h < 2\sqrt{2(1 - \lambda_0)/(2 - \lambda_0)}$, which is similar to limitations discussed in Refs. 17 and 27. The lower bounded condition is defined by competition between the ion Landau damping in Eq. (9) and the driving power by energetic ions in Eq. (8), shown in Figs. 1–3.

It should be noted that the substantial deviation of the unstable region may appear for $\Delta \geq 0.3$ near the trapped hot ion region $\lambda_0 \approx 1 - \iota$, where the bounce effect may be strong and has to be taken into account; however, the unstable GAM/EGAM frequencies stay far from bounce resonances $\Omega_h > \sqrt{r/R_i}$. To calculate the effect analytically, a new technique has to be developed, and the results will be published elsewhere.

A. Discussion of the GAM-EGAM difference

To understand the behavior of the geodesic mode dispersion splitting on the standard GAM and EGAM, we plot the geodesic frequency as a function of the energetic ion concentration in Fig. 5, for $\lambda_0 = 0.6$, $q = 2.8$, and different electron temperatures $\tau_e = 1, 1.4, 1.6$, and 2. For a small energetic ion concentration and low electron temperature $\tau_e \leq 1.6$, the normalized GAM frequency grows with $n_h$, as approximately described by formula

$$\Omega^2_{h,G} \approx q^2 \left[ \frac{4}{15} \left( 1 + \frac{2}{\iota} \right) + n_h \Lambda(\lambda_0) \right],$$

where $\Lambda(\lambda_0) \approx \frac{5}{8} \left( \frac{(2 - \lambda_0)(6 - 7\lambda_0)}{(1 - \lambda_0)} \right)$ for $\Omega^2_{h,G} > 1$, with the respective dependence shown by dotted and dash-dotted lines in Fig. 5.

This GAM branch has exponentially small Landau damping for $n_hv_T^2_h/n_T^2 \ll 1$, which is also confirmed by Eq. (11). Above some density threshold of the order of $n_{h,ct} \approx 1–2\%$, two EGAM branches appear. The higher mode with asymptotic frequency $\Omega_{1,EGAM} \approx \Omega_{max2}$ is strongly
dissipative, and the lower EGAM branch is unstable in the region \( \Omega_h < \Omega_{\text{qplm}} = 2\sqrt{2} (1 - \lambda_0)/(2 - \lambda_0) \) together with the threshold shown in Fig. 3. For quasi parallel injection \( \lambda_0 \approx 0 \), the upper limit coincides with critical (or maximum) circulation frequency \( \omega_G < V_{cr}/qR_0 \), which is the same in Refs. 17 and 25.

The situation is dramatically changed for the higher electron temperature \( \tau_e \) ≥ 1.5 and the respective value of the hot ion temperature \( T_h/T_i \approx 15 \tau_e/2 \). In this case, the starting normalized geodesic frequency begins to lower, due to the changing sign of the hot ion correction to the dispersion \( \Lambda(\lambda_0) < 0 \), the standard GAM frequency starts to diminish, and the mode begins to be unstable below \( \Omega_{\text{qplm}} \). Then, two EGAM branches appear with higher frequency for \( n_h > n_{h,cr} \), and both appeared modes are stable. The mode splitting happens at the frequency \( \Omega_{\text{plf}}^2 = (7/2 + 2\tau_e)q^2T_i/T_h \approx 4/(3 - \lambda_0) + (3 + 3\lambda_0 - 3\lambda_0)(1 - \lambda_0)/(2 - \lambda_0) \) when the classical GAM frequency coincides with the zero condition for the hot ion current Im \( E_i \) = 0. Similar mode splitting into the stable GAM and the respective unstable EGAM driven by parallel NB injection for \( n_h \geq 7\% \), \( q = 3 \), and \( \tau_e = 1 \) is calculated in Ref. 27. However, we found that threshold may be substantially modified by the oblique injection to \( n_h \approx 2\% \) and the mode properties are changed, which means that the GAM moves to low frequency and begins to be unstable and higher frequency EGAM becomes stable for \( \tau_e > 1.5 \).

Analyzing the distribution of the emitted power shown in Fig. 1 and in Eq. (8b), we conclude that the GAM instability is easily driven at lower pitch angles \( \sqrt{1 - \lambda_0} < 0.5 \), which is only limited by the region of trapped particles \( 1 - \lambda_0 > \phi \). The additional limitations \( \lambda_0^2 \), \( (1 - \lambda_0)^2 \) exceed \( \Delta^2 \) used in Eq. (8), which is obtained in an asymptotic limit. In this case, the GAM frequency shown in Figs. 4 and 5 is substantially diminished from the standard values \( \Omega_{\text{qplf}} = \sqrt{7/2 + 2\tau_e}qT_i/V_{th} \approx 2 - 2.4 \) to 1.2 - 1.3. Similar frequency reduction has been also observed in the experiments.\(^{10-13} \) It should be noted that our results are numerically different from that published\(^{15-17} \) earlier due to the thermal distribution of the bump at the critical velocity.

### B. GAM instability driven by rotation

In an experimental series with NB heating,\(^{11-14} \) the GAM instability appears after the electron temperature saturation. This may happen before the bump density accumulation by the beam, which occurs after some time delay of the order of the slowing down time \( t_d \approx 6.3 \cdot 10^3 T_e^{5/2}/Z_{eq} n_0 \ln \Lambda \), which is approximately about 30 - 40 ms for standard plasmas. It means that the bump hot ions may have very low density. In this case of \( n_h/\Lambda(\lambda_0) \ll 1 \), ignoring small imaginary part Im \( (E_i^2) \) in Eq. (8b), the respective decrement or increment can be calculated in the form

\[
\gamma \approx \sqrt{2\pi qT_i} \left\{ 4\tau_e \frac{\eta_0 \eta_i}{\Omega} \left[ \Omega^2 - \Omega_k^2 + 2\tau_e \right] \right\} \times \exp \left( \frac{-\Omega_k^2}{2} - \frac{\eta_0(2 - \lambda_0)\Omega_k^2}{24(1 - \lambda_0)^3/2} \right) \left( \Omega_k^2 - \Omega^2 \right) \times \exp \left( \frac{-\Omega_k^2 \eta_0}{2(1 - \lambda_0)\eta_i} \right),
\]

where \( \Omega \approx \omega_{GAM,RQ}/V_{Ti} \) is the respective normalized GAM frequency. Naturally, it is possible that modifications of the basic plasma parameters may drive the instability of the upper GAM branch, which has small dissipation. Furthermore, to discuss the difference between co/counter NB injections on GAM stability in experiments\(^{11-14} \) we have to take into account the asymmetric terms produced by the \( E_x \)-component in Re \( E_i \). The co/counter NB effect does not appear directly in Eq. (1); it appears indirectly in radial current perturbations [Eqs. (2), (3), and (8)] through the plasma response to plasma species fluxes or diamagnetic terms via the \( E_{cr} \)-parallel components of the electric field in density perturbations. These components couple the radial electric field in Eqs. (4) and (5) due to the quasi-neutrality condition. In this case, we have interplay\(^{14,28} \) (synergy effect) between the electron current, plasma flows, and drifts. Using \( E_i \approx i \sqrt{2\pi \eta_0 \eta_i V_{Ti}/T_i} \), the cross-terms \( \eta_0 \eta_i \) appear in the imaginary and real parts of the \( J_{cr} \)-current [Eq. (9)], modifying the GAM dispersion or increment, respectively, as it is shown in Eq. (12), where the \( \eta_0 \eta_i \)-term is negative for co-injection and positive for the counter injection, which coincides with the electron velocity of the current. We also note that the synergic effect similar to cold rotating ions may be produced by the hot bump ions for GAM frequencies \( \Omega_k^2 > 4(1 - \lambda_0)^2/\eta_i \eta_0 \), and the detailed analyses will be published elsewhere.

Furthermore, estimating the Landau damping maximum at \( \Omega_{\text{Landau}} \approx 2\sqrt{1 + 1/2(1 + \tau_e)} \), which begins to drop exponentially for the upper geodesic branch \( \Omega > q\sqrt{7/2 + 2\tau_e} \), we find that the instability may occur for \( q > 2.2 \) and \( \tau_e > 1.1 \), when \( \eta_0 \eta_i \) ≥ 0.8 \cdot 10^2. The electron current velocity may have the value \( V_{be} \approx 0.1V_{cr} \) in ohmic\(^{8} \) and counter NBI discharges\(^{13,14} \) the dimensionless diamagnetic frequency is estimated \( \Omega_k^2 \approx 0.05, \eta_i \approx 1.5 - 2 \), and the instability threshold may have been overcome, even though the plasma rotation is not measured in these discharges. It should be noted that the accumulated bump...
momentum (order of $n_b\rho_L V_d\sqrt{1-\lambda_0}$) begins to be transferred to the main plasma after $t_{d\kappa}$-time delay due to ion-ion collisions, increasing or reducing the plasma rotation by this value. In this case, the emitted/dissipated power in Eq. (11) should be corrected with the additional velocity $V_{ad} \approx n_b V_{cr} \sqrt{1-\lambda_0 t_D/t_d}$, where $t_{d\kappa}$ is the ion confinement time.

C. GAM formation and orbit width effect (FOW)

Here, our study is limited by zero FRL and FOW effects, which are responsible for eigenmode formation, defined by the respective $k_p\rho_L$-parameter, and an additional FOW dissipation begins to be strong for $k_p\rho_L q > 0.1$, $\tau_c \approx 1-2$ in comparison to Landau damping. Typically, the formation of the EGAM eigenmode structure is assumed that to be at maxima (or minima) of the geodesic continuum, which depends on the radial distribution of the energetic ion density and electron temperature in the radius. The EGAM continuum dependence on the parameters may be approximated by the formula $\omega_{EGAM} \approx 2V_{cr}/Rq_0^2$ adapted to the data shown in Figs. 4 and 5 in the interval $2% < n_b < 6%$. The continuum maximum/minimum depends on $\partial\ln T_e/\partial\ln n_b$, and it may easily appear at $q = q_{min}$ in specific tokamak discharges with shear reversal and preferentially electron heating by NB injection. In this case, the FOW parameter may be small $k_p\rho_L q < 0.1$ for $q_{min} < 3$. In Fig. 6, the frequencies of geodesic continua modified by energetic ions are schematically reproduced for DIII-D parameters: $\lambda_0 = 0.0, T_{bo} = 1.8 \text{keV}, \tau_c = 1.4$, and $T_b/T_e = 15/2$ with respective profiles $T_z = T_{0z}(1 - x^2)^2.5$, $x = r/a$, and $q = 2x(4x^2 - 2x - 1) + 4.4$, where $q_{min} = 3.4$ at $x = 0.5$ and the hot ion concentrations are simulated for the on-axis beam injection, as an example, by Gaussian radial distributions $n_{bo} \exp (-2r^2/a^2)$ with $n_{bo} = 0.0, 2.5\%$, and $6\%$. We note that the lowest modes ($f = 22$ and $29\text{kHz}$) related to $n_{bo} = 2.5\%$ and $6\%$, which are marked by solid and dash-dotted lines, may be unstable according to dissipative limitations presented in Figs. 3 and 4.

IV. SUMMARY

As mentioned in the Introduction, we first note that the new features in our model are to consider the situation in which the GAM phase resonance may appear at the critical velocity, where the energetic ions form the bump which begins to be substantially diffused/scattered which is also considered in detail the difference in the physics of the modes driven by the NB injection. Specifically, we found limitations (due to Landau damping in hot and cold ions) on the neutral beam density to drive the GAM instability, in oblique injection, at the critical ion circulation frequency $\omega_G < 2\sqrt{2(1-\lambda_0)/(2-\lambda_0)}v_{Th}/qR_0$, where there is a maximum of the distribution. Actually, the slowing down model used in Refs. 15 and 16 is not valid at the circulation frequency, where the maximum of the hot ion distribution has to be located, and the hot beam model discussed in Refs. 17 and 27 is related only to parallel injection. On the other hand, the cold beam model discussed in Refs. 18 and 19 does not include the effect of Landau damping in hot and cold ions, which produces a strong limitation on the geodesic instability due to the condition $T_b << E_{cr}$. All these effects are taken into account in this work.

Finally, we may conclude the following: In the approximation of the hot bump-on-tail model, the effect of a minor concentration of energetic ions produced by oblique unbalanced NB injection on the GAM spectrum is successfully evaluated using analytical solutions of the drift kinetic equation when basic plasma particles are treated in the fluid model in the limit of the large safety factor.

It is demonstrated that the GAM–EGAM splitting (bifurcation) of the unstable mode appears for substantially lower neutral beam densities in comparison to the value observed for parallel injection, as shown in Refs. 17 and 27. The effect appears due to an additional drive by the inhomogeneous dependence on the pitch angle distribution.

The regions of the GAM instability characterized by the negative dissipated power density are found below the frequency $\omega_{lim} = 2\sqrt{2(1-\lambda_0)/(2-\lambda_0)}v_{Th}/qR_0$ and shown in Figs. 1–4. Two kinds of unstable modes are discussed, which are the standard GAM and energetic GAM shown in Fig. 5. The EGAM instability may be only excited above the critical energetic ion density that depends on the relationship between the safety factor parameter, pitch angle, and electron temperature, and the results are used to reproduce the EGAM observations in DII-D experiments, which are shown in Fig. 6. The GAM instability may be driven before the bump-on-tail formation, but after electron heating, it results from the cross-term of the electron/ion fluxes and diamagnetic effect additionally induced by the NB injection. In this case, the counter NBI has the preference for GAM excitation in comparison to the co-injection.
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