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Abstract: A target tracking algorithm able to identify the position and to pursuit moving targets in video digital
sequences is proposed in this paper. The proposed approach aims to track moving targets inside the vision field
of a digital camera. The position and trajectory of the target are identified by using a neural network presenting
competitive learning technique. The winning neuron is trained to approximate to the target and, then, pursuit it.
A digital camera provides a sequence of images and the algorithm process those frames in real time tracking the
moving target. The algorithm is performed both with black and white and multi-colored images to simulate real
world situations. Results show the effectiveness of the proposed algorithm, since the neurons tracked the moving
targets even if there is no pre-processing image analysis. Single and multiple moving targets are followed in real
time.
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1 Introduction

Through biological vision system it is possible, for in-
stance, to obtain the position and properties of objects
and their relationship with themselves and with the
environment in which they are inserted. Computer vi-
sion approach is related to the study of computational
elements of vision and, in special, to emulate vision
mechanisms by using artificial systems. In this sense,
this paper presents an artificial vision system for em-
ulating human mechanisms when interested in target
tracking as well as position and trajectory identifica-
tion.

Target tracking has been of great interest for ap-
plication in diverse areas, such as surveillance sys-
tem, radar, defense, entertainment, automation and
manufacturing, only to mention few [1, 2]. The pro-
posed artificial vision system is based on compu-
tational intelligent techniques inspired by biological
neural model of human beings. Known as Artificial
Neural Networks (ANN), these techniques are mainly
characterized by its ability to learn through experi-

ences, to adapt to adverse conditions, and to be tol-
erant to noise [3, 4, 5]. These features make the ANN
a great field of study and drive it to reach success in
solving real problems such as identification, classifi-
cation, digital image processing, and control.

Kohonen Neural Network (KNN) is the technique
within artificial neural network designed, here, to find
the position and to track single and multiple mov-
ing targets. Based on a previous approach for im-
age motion analysis [6], this technique is applied to
video digital monochromatic and multicolor image se-
quence. This kind of Kohonen neural network dif-
fers from the classical Kohonen self-organizing map
(SOM). In the latter the winner neuron and its neigh-
bor neurons update their weight by using a smooth
function. The approach employed here, the winner
neuron is adjusted in a step forward direction while
the loser neurons move by using a step backward func-
tion contrary to the winner neuron movement or may
stay fixed, depending on the problem. The advantage
of using such a system is related to its ability for off-
line and on-line patter recognition in vision analysis.
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Figure 1: Moving Target Tracking Diagram [2].

The use of computational/artificial intelligence
techniques for tracking and to pursuit a moving tar-
get is not limited to Kohonen artificial neural network.
Different techniques have been used to model motion
[7], specially when dealing with video image analy-
sis [8]. Among many, computational/artificial intelli-
gence techniques are alternatives to build up such vi-
sion motion systems. For example, a tracker using
fuzzy logic is implemented in [5]. Multiple tracking
targets in an unstructured environment by using fuzzy
approach is accomplished in [9]. An image tracking
by using fuzzy logic is developed in [10]. Fuzzy logic
and Kalman filter are employed for target tracking in
[11]. There also are hybrid systems that combines
neural networks and fuzzy logic to make the tracker
[12] where the position of the target is estimated by
angle and distance estimators assuming that moving
target radiates narrow band waves. In [13] a multiple

elastic modules model based on Self-Organizing neu-
ral network incorporating a mechanisms analogous
to thermodynamic temperature value is described to
escape of poor local minima when used for passive
tracking problem. A hybrid fuzzy neural network ap-
proach based on Kohonen feature map is described in
[14]. A neural network directed conditional probabil-
ity generator and sequential classifier based on Bayes
decision rule is found in [15] for target dynamic be-
havior and target classification. The dynamics is de-
termined by using velocity/acceleration and curvature
sequences from each track. A new biological neural
network inspired in the Hodgkin and Huxleys biolog-
ical membrane model is presented in [16] to dynamic
collision-free trajectory generation in a non stationary
environment. When dealing with visual information,
the approach in [17] uses an artificial neural network
that receives as input the image for supplying the di-
rection, distance of the scenario and the position of
the moving target. Inspired by the fly visual system of
Diptera males for conducting fast-moving aerial pur-
suits and interceptions of females a novel network for
determining the motion of objects is proposed in [18]
that uses as input the light intensity variation. Also
inspired in animals, a neural network structure based
on bat is used to face recognition and velocity of a
dynamic target moving toward the camera [19]. A
feedforward neural network is used in [20] for static
and moving identification for robot control. This ap-
proach also predicts the position of the target and of
the manipulator by using time derivatives of the po-
sition of the object. In [21], a non-supervised neu-
ral network was employed in the development of a
data composition system in a radar data multichan-
nel mechanism for target identification. The charac-
teristics of these data from three distinct radar chan-
nels are extracted from digital signal processing. Hi-
erarchical Artificial Neural Network (HANN) to de-
tect and track moving targets in video sequences is
presented in [22]. The use of neural network work-
ing in conjunction with Kalman filter for target track-
ing is accomplished in [23]. In turn, Kalman filter
with a self-constructing neural fuzzy inference net-
work algorithm for target tracking is presented in [24].
Multiagent and neural network are employed to detect
in air image characteristics, shapes and objects [25].
Backpropagation neural network and learning vector
quantization neural network are employed for data as-
sociation when addressing multitarget tracking [26].
A Hopfield neural network based on data association
technique is implemented in [27]. Data association
and Hopfield neural network for multiple target track-
ing is presented in [28]. Multitarget Tracking Data
Association also using Hopfield neural network is de-
scribed in [29]. An adaptive neural network retrain-
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Figure 2: Kohonen Neural Network Features.

ing for unsupervised video object segmentation and
tracking of stereoscopic video sequence is proposed in
[30]. A moving target radar detection based on convo-
lutional neural networks dealing with highly complex
and nonstationary cluttered environments is proposed
[31]. A second order recurrent artificial neural net-
work for target tracking in passive multistatic radar
application is developed in [32]. There are among
these techniques limitations as the possibility of track-
ing just near targets while in other techniques the sys-
tem is not fast, like those that use back-propagation
neural network, or fail in tracking in presence of cross-
ing targets when the sample rate of the target is rela-
tively low.

In general, moving target tracking activities can
be represented as shown in Fig. 1 [2]. The focus of
this paper is related to the object tracking (target track-
ing) and movement comprehension (trajectory identi-
fication) as detached. In this work, the proposed ap-
proach is extended to real world, day-to-day problems
in order to find the position and to pursuit moving tar-
gets. The modified KNN approach is an alternative
when dealing with video digital image sequence by
using, for instance, digital camera or other electronic
devices.

The identification of a target presence is achieved
by the ground subtraction technique. It is de-
signed both to find and to track single and multiple
monochromatic or color moving targets. Black and
white images at first, and colored images after, are
employed to demonstrate the effectiveness of the al-

Figure 3: Neural Processing Unit (neuron).

gorithm. This algorithm is applied to each one of the
situations to track any moving target that appears in
the camera field of vision. With the combination of
neural networks and ground subtraction technique, it
is possible to notice that the proposed tracking system
in both video digital images shows an efficient accom-
plishment.

2 Neural Networks for Target Posi-
tion Identification and Tracking

Artificial neural networks are techniques of artificial
intelligence that uses as a model, the human brain,
where neurons are trained to answer to input patterns.
The main features of the Kohonen Neural Network
(KNN) are summarized in Fig. 2.

Kohonen Neural Network is characterized as pos-
sessingmulti-valuedinputs and is denominatedunsu-
pervisednet since it does not require a waited out-
put for a given input pattern. Contrary to supervised
training, which is accomplished when a desired output
corresponding to a given input is furnished, the KNN
learning is obtained just presenting inputs to the net-
work. In so doing, the network adapts their weights
in such a way to follow data distributed in groups,
i.e., clusters with similar features. The KNN is, then,
an approach able to recognize patterns (clusterings)
and to group similarities in the input data with the
advantage of not requiring previous training or learn-
ing. The network updates its parameters while in use
[3, 12, 15]. The neurons compete among themselves
for the learning (training) of their synapses (weights)
showing acompetitivestructure. Also termed compet-
itive learning, the best neuron related to a given input
is activated as the winner. Due to that, this compet-
itive characteristic gives the neural network also the
classification of “winner-takes-all” neural network.

Figure 4: Kohonen Neural Network Basic Structure.

WSEAS TRANSACTIONS on SIGNAL PROCESSING Ernesto Araujo, Cassiano R. Silva, Daniel J. B. S. Sampaio

ISSN: 1790-5052 422 Issue 8, Volume 4, August 2008



(a) KNN – Step forward function.

(b) SOM KNN – Gaussian training function.

(c) KNN – Step forward and backward train-
ing function.

Figure 5: Training in a 2D Kohonen Neural Network.

A neural processing unit (neuron) receives the in-
put values and generates an output (Fig. 3). Each out-
put of the neuron in the input layer is connected to
all the neuron in the output layer [3], also denominate
Kohonen layer (Fig. 4). The dimension of the input
space is associated to each output neuron.

The training is given by the neighboring between
the patterns and the weight of the neurons. Koho-
nen neural network identifies and classifies input pat-
terns in classes using the geometric proximity. During
the competitive learning, the neurons fight for train-
ing their own weights. For each input presented to the
KNN only one neuron is chosen to be trained. The
winner neuron assumes this condition due to the fact
that it is the closest to the input clustering computed
and grouped (pattern) from previous inputs.

Learning Mechanism in Unsupervised Algorithm

The learning mechanism of the KNN that deter-
mines by itself the winner neuron and its training ac-
cording to the input patterns detects groups by ge-
ometric closeness of similar characteristics of input
data. The learning mechanism is given by:

‖x − wj‖ = ‖x − wi‖ ∀i 6= j , (1)

where the input,x, corresponds to an outputy in such
a way that only one neuron is active,y = +1, while
the other neurons are considered to be in inhibition.
The winner neuron, the best to be trained, is, then

stepped forward to a recognized pattern and grouped
according to previous inputs (Fig. 5(a)). At each in-
put data presented to the algorithm the winner neuron
tends to approach the group. The Kohonen neural net-
work algorithm is presented in Fig. 6.

The proximity of the neurons and the pattern, here
representing the target, is determined by the Euclidean
distance between the input vector,x, (position) and
the synaptic weights,wj , in all the dimensions that
characterize the target:

D = ‖x − wj‖ =
[∑n

i=1 (xi − wij)
2
]1/2

(2)

where “j” is the number of output neurons, and “i” is
the number of elements in the input vectorx andw.
The proposed approach may be used with any dimen-
sional problem and the states of the system of interest
are represented asxk =

[
xk

1 , x
k
2 , . . . , x

k
n

]
that repre-

sent then clusters, in such a way thatk is related to the
amount of elements of the input pattern. The number
of clusters or classes,n, is assumed to be previously
known [33].

The winner neuron,xj, is the one that is closest
of the vectorx. Thus, the best neuron is the one who
presents the smaller Euclidean norm:

xj = minj ‖x − wj‖ (3)

The learning mechanism is, then, described by the
similarity matching:

‖x − ŵj‖ = min1≤i≤n {‖x − ŵi‖} (4)

Self Organizing Map in Unsupervised Learning

In the Kohonen neural network, also termed as
Self Organizing Maps (SOM), all the neurons are
trained by using an activation function,Awin.c in the
form:
{

ŵj(new) = ŵj(old) + βAwin.c

(
x − ŵj(old)

)

ŵi(new) = ŵi(old),∀i = 1, 2, . . . , n, i 6= j ,
(5)

Figure 6: Kohonen Neural Network algorithm [34].
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(a) KNN SOM – Gaussian training function.

(b) KNN – Step forward training function.

(c) KNN – Step forward and backward training function.

Figure 7: Training in 1D Kohonen Neural Network.

whereβ is the learning rate. The input patterns and
the weights of the neurons must be normalized. The
normalized vector,̂wj , is given by:

ŵj =
wj

‖wj‖
. (6)

The activation function is most of time accomplished
by using the Mexican hat or the Gaussian, respec-

tively, presented in Fig. 7(a) and 7(b). When using this
activation function all neurons in the neighborhood of
the winner neuron are also trained. Nevertheless, they
are stepped forward with lower intensity determined
by the activation function (Fig. 5(b)).

Deterministic Unsupervised Learning

The updating stage in which the KNN teaches the
winner neuron by driven it closer to the inputs as pos-
sible:

{
ŵj(new) = ŵj(old) + β

(
x − ŵj(old)

)

ŵi(new) = ŵi(old),∀i = 1, 2, . . . , n, i 6= j ,
(7)

wherej-th winner neuron is stepped forward while the
loser neurons remains the same.

With the input data, the neural network trains the
winner neuronwi approximating it from the inputs
when using eq. (7). The net perform it for each in-
put. The weights to the neuron approximate of that
of the inputs. In the tracking problem it means that,
geometrically, the neuron approximates to the desired
target to be pursuit.

Different of the Kohonen SOM in which all neu-
rons are trained, in this work, only the winner neuron
is trained in a step forward manner or it is trained in a
step forward manner and the loser neurons are trained
in a step backward manner represented, respectively,
in 2D and 1D KNN training as Fig. 5(c) and 7(c).

These characteristics motivate the use o KNN in
identifying the position and trajectory of fixed and
moving targets, since there is no exigencies of an an-
ticipate training and could be carried out in a fast man-
ner. In order to illustrate the algorithm, consider the
clusters in Fig. 8(a). These clusters represent pixels

(a) Position identification of fixed clusters. (b) Neuron approximation of static target.

Figure 8: Example of KNN training for target position identification.
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of targets to be pursuit or the position identification in
the image. Three neurons are randomly generated. It
is possible to verify that they converge to each of the
cluster. The lines are the trajectory the neurons fol-
low to reach the target in a convergent manner. When
the target is not static but moving, the neurons track
the targets in the same manner. The difference is con-
cerned to faster time convergence after initial position
identification. Since the initial condition for the next
iteration is the final condition of the latter iteration,
the neuron is closer to the target than it was at the be-
ginning of the target tracking.

3 Video Target Tracking Application

Examples of sampled digital image sequences are em-
ployed to demonstrate the effectiveness of the pro-
posed algorithm when applied in video target track-
ing. Images are presented sequentially to the algo-
rithm that is in charge of identifying pixels associated
to the target and follows it onwards. The neural net-
work is trained in real time to identify the target of
each image.

The technique of ground subtraction is used in
this paper to verify the feasibility of KNN in track-
ing multiple target problems. When each new image
is presented to the algorithm, a ground subtraction is
carried out between the current image and the back-
ground image.

An image is composed by pixels that are related to
numbers, which have the information of cell positions
and colors of the pixels, to compose a matrix. The sys-
tem stores an image in the form of number in matri-
ces with the information of position and color of each
pixel. As the images are obtained from a camera and
shown to the algorithm, they are compared to a stan-
dard image previously determined – background – to
be subtracted. When the subtraction between the ma-
trices is carried out, the result is a new matrix which
contains only the pixels that define the target. After
that, the resulting matrix may have elements different
of zero indicating that the pixel belongs to the target,
or not.

A subtraction between the images will produce
values close to zero for representing the background
or scenery, and values different of zero for the target.
This matrix is, then, supplied to the Kohonen neural
network in order to find the position of the target in
the field of vision determined by the digital camera.
Finally, these pixels are used by the neural network to
fulfill the target tracking.

As real world examples, the algorithm was em-
ployed to two distinct applications. The first one deals
with white and black images and the second example

utilize colored images. In both examples, there is no
pre-processing image analysis in order to verify the
influence of environmental effects upon the effective-
ness of the algorithm.

3.1 Black and White Video Target Tracking
The first example of target tracking is performed by
using black and white images (Fig. 9). Cars and a
person are moving in the image. Since there are four
targets, a minimal of four neurons is necessary in the
neural network target tracking. When the targets ap-
peared in the camera field of vision, immediately the
neurons identified their presence and the track starts.
The algorithm identifies the targets and the neuron that
is nearest of each target.

There are three cars moving in the image. Dark
cars dislocate faster than the white one, so with the
dark cars, it is better to see that the neurons follow
appropriately the targets. The neuron identified the
presence of the target in the camera field of vision, and
reached the target at the first image of the sequence.

Each image in a sequence is presented to the al-
gorithm, and the algorithm trains each neuron through
modifying their synapses to track the moving target.
Looking sequentially to the images, it can be seen that
the multiple targets move through the image. The neu-
rons are initially distributed randomly all over the first
image. It can be noticed that the neurons identify the
targets and move to reach it.

As new images are presented, the targets move to
other positions and the neurons follow it. The images
are presented to the algorithm one by one and, in each
of them, the algorithm identifies the valid clusters and
tracks the moving target.

The yellow lines are the trajectory of the cars and
represent the current positions of each neuron, which
is following the target. There is another neuron on the
left top of the image because there is a person moving
along the space. Even being a small target, the neuron
recognizes it as a moving and follows it.

The Learning Rateassumes an important whole
in the training of the neural network since it defines
the size steps the KNN follows the target. When to
this parameter is assigned a low value, for instance
β = 0.01, the track is not good; the neuron becomes
slow and does not reach the target. In contrary, at-
tributed to it higher values, the neuron can easily ap-
proximate to the target but may jump from one point
to the other with out achieving the central point of the
target. In so doing, there is no convergence of the al-
gorithm and, so, of the target tracking. This parameter
setting may be solved by different manners.

An adaptive variable learning rate is an alternative
where the step size to up-to-date is also computed in

WSEAS TRANSACTIONS on SIGNAL PROCESSING Ernesto Araujo, Cassiano R. Silva, Daniel J. B. S. Sampaio

ISSN: 1790-5052 425 Issue 8, Volume 4, August 2008



(a) From initial condition to target position 1. (b) From target position 1 to position 2. (c) From target position 2 to position 3.

(d) From target position 3 to position 4. (e) From target position 4 to position 5. (f) From target position 5 to position 6.

(g) From target position 6 to position 7. (h) From target position 7 to position 8. (i) From target position 8 to position 9.

Figure 9: Black and White: Neuron departs from randomly initial position and identificates the target at the position
i.

function of the error obtained from the difference of
the target and the current neuron. Selecting a medium
step size value is also another option. A fixed medium
step size value is chosen in this paper.

In order to illustrate the effect of the subtraction
technique, the colored final target tracking is shown
in Fig. 10. When the subtraction is achieved, all the
background color value comes close to zero. Every
pixel that has color different about zero is related to
the target and will be presented as input value to the
neural network. The blue pixels are the background,
and points with other colors go to the neural network
to be trained. The car is on the left side of the image,
and there are some points along the image that are dif-
ferent of blue. It means that the algorithm sees some Figure 10: Background subtraction, example Fig. 9.
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points of the background as points that belong to the
target.

3.2 Color Video Target Tracking
The last simulation is performed by using color im-
ages. The video image sequence shows a street, where
initially there is no car moving on the camera field of
vision, but the car appears on the right side and starts
crossing the image from right to left side. The neu-
ron is initially on the right side of the image, stopped.
When the car appears, the neuron perceives its pres-
ence and starts tracking the car. Looking at the figure,
it can be seen that the car is on the left side of the
image, and it is there because this is the last image.

In this example, ground subtraction technique is

also employed to find the target. The result of the
tracking is shown in sequence of images that compose
the video (Fig. 11). Selected images are disposal to
exemplify the final position of the neuron as empha-
sized (Fig.12).

The video shows a street, where initially there is
nothing, but a car appears and moves along the camera
field of vision. There are several images in a sequence,
composing a video, but here, is shown only the final
image. Initially, there is no car moving on the cam-
era field of vision. A car appears on the right side and
starts crossing the image from right to left side mov-
ing on the street. The neuron is initially on the right
side of the image, stopped. When the car appears, the
neuron perceives its presence and immediately starts

(a) From initial condition to target position 1. (b) From target position 1 to position 2. (c) From target position 2 to position 3.

(d) From target position 3 to position 4. (e) From target position 4 to position 5. (f) From target position 5 to position 6.

(g) From target position 6 to position 7. (h) From target position 7 to position 8. (i) From target position 8 to position 9.

Figure 11: Color Image: Neuron departs from randomly initial position and identificates the target at the position
i.

WSEAS TRANSACTIONS on SIGNAL PROCESSING Ernesto Araujo, Cassiano R. Silva, Daniel J. B. S. Sampaio

ISSN: 1790-5052 427 Issue 8, Volume 4, August 2008



(a) Resulting tracking for original image, referring to Fig. 11. (b) Resulting tracking for subtract image, other training.

Figure 12: Approximation and convergence of the neuron to target.

tracking the car.
It can be noticed in Fig. 11 that the car is on the

left side of the image, and it is there because this is the
last image. The neuron followed the target through all
the pursuit, and identified its trajectory. The yellow
line shows the trajectory of the target, and it can be
seen that the car moved from right to left side of the
image. With this simulation, it can be seen that this al-
gorithm can be used in digital images to track objects
moving in the camera field of vision.

3.3 Step Size Influence and Synaptic Conver-
gence

Consider again the color video target tracking but,
now, with only one initial condition. In order to illus-
trate the influence of step size distinct values ranging
from 0.01 to 0.3 sizes are employed for training phase.
The initial condition is randomly generated (and latter
approximate to round number) but once determined is
maintained for all the various step size. The graphics
concerning the tracking trajectory from diverse analy-
sis are depicted in Fig. 13

The tracking trajectories for a reduced number of
initial conditions (0.01, 0.03, 0.07) are selected, with-
out loss of generality, to be plotted upon image, as
shown in Fig. 13(a). This option is for making clear
the identification of the distinct trajectories.

The tracking trajectory set for all the before men-
tioned step sizes in a 3D representation is presented in
Fig. 13(b). This graph traces the trajectory of the tar-
get of synaptic trajectories,w1 andw2 on time. The
Kohonen neural network initial condition is set up to
w1initial = 170 andw2initial = 70.

The synaptic trajectories ofw1 and w2 are, re-
spectively, represented in Fig. 13(c) and Fig. 13(d).

The continuous convergence of the neuron to the tar-
get may immediately be realized. These neuron ap-
proximations are similar to the conceptual example
presented in Fig. 8(b). The fact that, here, the tar-
get is not fixed but it is moving does not alter the
convergence, except that the convergence is longer.
Additionally, there are oscillations mainly due to two
reasons. The first one is that the target moves not in
perfect trajectory carrying by itself oscillations. The
other reason is the step size as discussed onwards.

Finally, the number of iterations for each step size
is illustrate in Fig. 13(e). They represent mean values
for diverse video target tracking operation by using
the same initial conditions and parameters.

Through these graphics it is possible to notice the
different trajectories obtained are strongly influenced
by the step size. If from one standpoint the trajec-
tory with 0.01 step size presents no oscillation, for the
other hand it is not big enough to reach the target in the
current image. The neuron approximate to the target
but without ever achieving it. It is emphasized mainly
in the beginning of the tracking trajectory. The target
is very far and the neuron is not able to arrive to it,
as are the other step sizes. Despite that, it is able to
follow the target with the advantage of being robust to
variations on the image that is presented to the algo-
rithm. In the other extremity, there is a 0.3 step size.
When using this step value the neuron reaches very
fast the target but the tracking presents some problem.
The convergence become not stable since variations in
the image became attractive targets for the neuron. If
these oscillations are acceptable, the algorithm allows
to approximate and to converge being able to track to
the target. The middle term may be an interesting al-
ternative. For instance, the 0.07 step size allows to ap-
proximate to the target very fast meanwhile presents
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Figure 13: Step Size Influence and Synaptic Convergence of the neuron to target.
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reduced oscillation. Moreover, the number of itera-
tions when compared to diverse step sizes are reduced,
as indicated in Fig. 13(e).

4 Conclusions
The objective of this paper is to show an algorithm
for target tracking in digital image sequences using a
modified Kohonen neural network. At first, the algo-
rithm is applied to monochromatic images and with
color images onwards.

This paper combines Kohonen neural network
with ground subtraction approach for the identifica-
tion of the target’s pixels in the image and the tracking
of the moving target.

Results show that the proposed approach can be
applied to digital image processing for position iden-
tification and target tracking moving inside the camera
field of vision.
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