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Abstract. The Attitude Control System (ACS) for Flexible Space Structures (FSS) like rigid-flexible satellite and solar sails 9 
demands great reliability, autonomy and robustness. The association of flexible motion and large angle maneuver imply that the 10 
FSS dynamics is only captured by complex non-linear mathematical model. As a result, FSS controller performance designed by 11 
linear control technique under the hypothesis of rigid dynamic can be degraded. Although vibrations can be suppressed rapidly, 12 
the flexibility effect can introduce a tracking error resulting in a minimum attitude acquisition time. On the other hand, faster 13 
manoeuvres can excite flexible modes in such a way to make the FSS lose the required pointing accuracy. In the present work, it 14 
is shown that a new multi-objective optimization algorithm, called M-GEOreal (Multi-objective Generalized Extremal Optimi-15 
zation with real codification), is a good tool to be used in such kind of problems. The M-GEOreal is a real coded version of the 16 
M-GEO evolutionary algorithm. Its performance on finding the gains of a non linear control law is evaluated through its ap-17 
plication to the problem of controlling a large angle attitude manoeuvre of a rigid-flexible satellite.. The satellite non-linear 18 
model consists of a rigid central hub with a clamped free flexible beam. The multi-objective approach allows optimizing con-19 
flicting objective functions like time and energy. As a result, one can find a trade-off solution (non-dominated solutions). These 20 
solutions become available to the designer for posterior choice of an individual solution to be implemented. The non-dominated 21 
solutions are represented in the design space (Pareto set) and in the objective functions space (Pareto front). Having in mind the 22 
complexity of implementing a control algorithm in onboard satellite computer, this preliminary investigation has shown that the 23 
non-linear controller based on the M-GEOreal algorithm is a promising technique, since it has satisfied all the ACS requirements. 24 
A great advantage of the M-GEOreal procedure is its capacity to deal with non-linear system and designing non-linear controller 25 
with constant gains facilitating the on board computer implementation. 26 

 27 
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1. Introduction 29 

Evolutionary algorithms (EAs) are stochastic methods of optimization that are based on natural process and they 30 

are widely used to tackle engineering and scientific optimization problems [1]. This kind of stochastic method 31 

employs a population of candidate solutions that is “evolved” during the search as better individuals (new solutions) 32 

which are generated from previous ones in the sense that they are closer to the global minimum [2]. The main ad-33 

vantage of the evolutionary algorithms is the capacity to avoid local optimal solutions, allowing searching for the 34 

global optimum. In fact, evolutionary algorithms are very robust methods and they are capable to tackle problems 35 
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with non-linearities in the objective functions. They can easily deal with constrains and their non-linearities, and 36 

also deal well with problems that have different kinds of design variables.  37 

The Generalized Extremal Optimization (GEO) algorithm [4], is one of such evolutionary algorithms that have 38 

been applied successfully to different kinds of engineering optimization problems, including multi-objective 39 

ones [3].  40 

Although GEO and its original multi-objective version, M-GEO have showed good performance to tackle op-41 

timization problems, they codify the variables with strings of bits. This characteristic imposes a precision to the 42 

variables and this can lead to a sub-optimal solution if the bit coding does not capture the variable optimal values. In 43 

order to avoid this limitation, a real code version of GEO, called GEOreal , was developed [5]. This new version 44 

showed to have better performance than previously versions of GEO when tackling test functions, although the 45 

GEOreal cannot tackle multi-objective problems.  46 

In this context, a real coded version of M-GEO, called M-GEOreal, was developed and its performance compared to 47 

M-GEO and NSGA-II [6] algorithms for two multi-objective test functions, ZDT1 and TNK. The results for this 48 

performance comparison shown that M-GEOreal had better or similar performance than M-GEO and a competitive 49 

performance compared to NSGA-II. 50 

In this paper it is shown an application of M-GEOreal to a multiobjective non-linear control problem: The opti-51 

mization of the gains of a non-linear attitude control law, to perform a large angle maneuver of a rigid-flexible 52 

satellite [8]. The M-GEOreal controller performance and robustness was tested simulating a large angle maneuver, 53 

where the non-linear terms of the plant work like perturbations [9]. Results has shown that, not only trade-off so-54 

lutions for minimizing time and fuel are found for the problem using M-GEOreal but it is an algorithm very prom-55 

ising to be implemented in a satellite on board computer, since its non linear control law gains are simple and 56 

constant.  57 

2. The M-GEOreal algorithms 58 

Multi-objective optimizations problems consist in optimize simultaneously two or more conflicting objectives. 59 

Because the objectives are conflicting, it is impossible to obtain one solution that optimizes all objectives. Therefore, 60 

in the set of solutions each solution will not optimize one objective without losing optimality in the others. This set 61 

of solution in the design space is called Pareto Set and in the objective space it is called Pareto Front. The main goal 62 

of an algorithm capable to tackle multi-objective problems is to obtain the Pareto Set and the Pareto Front. Origi-63 

nally the M-GEOreal algorithm was developed based on the second algorithm presented in [5], called GEOreal2. The 64 

main difference between GEOreal2 and M-GEOreal is how each one deals with the best solution. As a mono-objective 65 

algorithm, GEOreal2 stores the best solution along the run and returns only one solution, while M-GEOreal stores the 66 

non-dominated solutions along the run and, for each new solution, a test is made to determine which solution will be 67 

kept and which will ones be discarded.  68 

The following steps show how this test works and it will be called in this paper as Pareto Front Test: 69 

(i) Test if the new solution is dominated by any solution in the stored Pareto Front. It means, if any solution 70 

in Pareto Front is at least equal in all objective functions except for one that is better than the new solu-71 

tion. If the new solution is dominated, keep the Pareto Front and go to the step (iii). Otherwise, include 72 

the new solution and go to the next step; 73 

(ii) Determine all solutions that are dominated by the new solutions, discarding then from the Pareto Front; 74 

(iii) Finish the Pareto Front Test. 75 

The M-GEOreal algorithm was developed to recover the Pareto Front and the Pareto Set maintaining the main 76 

characteristic of the GEO algorithm. The following steps describe the M-GEOreal algorithm: 77 

(i) Initialize randomly a string of N design variables; calculate the value of all functions Fm(x) with this set of 78 

variables, where m is the number of objective functions. Store Fm(x) in Pareto Front and x in Pareto Set; 79 

(ii) Set the value of the index i to 1;  80 

(iii) Set the value of the index j to 1; 81 
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(iv) Generate randomly m weight wm between 0 and 1, each one associated to each objective function and 82 

calculate the adaptability of x given by 83 
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where Aj is the adaptability of the j-th variable, and when j = 0, A0 represents the adaptability of the variable value 85 

unchanged. That is, xʹi0 = xi. Therefore, there is a chance to keep the variable value if it is a good value. This is one of 86 

the differences between this version and the mono-objective version; 87 

(v)    Change the value of the variable xi using an equation given by 88 

(0, )ij i j j ix x N x     (2) 89 

Calculate Fm(x) using the value of xʹij instead of xi and run the Pareto Front Test. Calculate the adaptability of xʹij 90 

using Eq. (1), where Nj(0,j) is a random number with Gaussian distribution and j is the standard deviation; 91 

(vi) Return value of xi to the vector x, increment value of j, return to step (iv). Repeat this sequence until j > P; 92 

(vii) Assign a rank kj to each xʹij according to the Aj value with j = 0, 1, …, P , where kj = 1 to the best value and 93 

kj = P + 1 to the worst value; 94 

(viii) Choose, with uniform probability one, xʹij (including the solution unchanged xʹi0), accept this choice with 95 

probability equal to kj
−. If the choice was accepted, store the chosen xʹij, but do not change the value of xi 96 

yet, and continue to next step. Otherwise, go back to step (viii); 97 

(ix) Increment the index i and go back to step (iii). Repeat this process until i > N. 98 

(x) Change each element xi of the vector x according to the value xʹij chosen in step (vii). Calculate Fm(x) 99 

using the new vector x and run the Pareto Front Test. Test a stopping criterion. If it is accepted, go to step 100 

(xii). Otherwise, test a population restart criterion. If it is accepted, go to step (xi). Otherwise, go back to 101 

step (ii); 102 

(xi) Initialize randomly a string of N design variables, calculate all objective function value Fm(x) with this set 103 

of variables and run the Pareto Front Test. Go back to step (ii); 104 

(xii) Return the Pareto Front and the Pareto Set.  105 

The population restart test is made to increase the algorithm capacity to recover all Pareto Front. In this work, the 106 

criterion to restart the population was given by the free parameter rt , which represents the number of restarts along 107 

the search. A disadvantage of M-GEOreal compared with M-GEO is the increase of free parameters. In M-GEO 108 

algorithm, there are only two parameters; the value of  and rt. In the M-GEOreal, there are P+3 new free parameters 109 

(P standard deviations, the P,  and rt values). The intention of using several values for the standard deviation for the 110 

same variable is to allow the algorithm to search in a greater range of values in a single iteration. Therefore, it is 111 

interesting to select high and low values of j. To reduce the amount of free parameters, the following rule was 112 

adopted. 113 

1
.
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    (3) 114 

where i = 1, 2, …P and s is an arbitrary number greater than one. In this work, it was chosen s = 2. In that way, it is 115 

enough to define 1 and all the other values of j will be automatically defined. Therefore, there are as many high 116 

values as low values of . Now, it is needed to define four free parameters: 1, P,  and rt. 117 

However, M-GEOreal algorithm can change all variables per iteration. While M-GEO changes only one bit, that is, 118 

it can change just one variable per iteration. Besides, M-GEO chooses one function Fm(x) to calculate the adapta-119 

bility per iteration. This procedure may lead the algorithm to find solutions at the edge of the Pareto Front. The 120 

M-GEOreal approach uses a weight sum of the functions. The flowchart of M-GEOreal is shown Fig. 1. 121 
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 122 

Fig. 1. M-GEOreal algorithm flowchart [7]. 123 

3. Rigid-flexible satellite model 124 

In this test, the M-GEOreal algorithm is applied to design the non-linear attitude control law that optimizes, sim-125 

ultaneously, the time and the energy of the rigid flexile satellite control system to perform an attitude maneuver. The 126 

rigid-flexible satellite model consists of rigid central hub with one clamped beam [7], see Fig. 2. The satellite atti-127 

tude is given by the angular rotation  of its reference system x1y1 with respect the inertial reference system XY.  128 
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 129 

Fig. 2. Rigid-flexible satellite model [7]. 130 

In order to model the flexibility of the beam, it was used the Euler-Bernoulli formulation, where (y, t) represents 131 

the elastic displacement of the beam. Considering only the first vibration mode of the beam , the equations of 132 

motion that describe the satellite central body rotation angle  and the elastic displacement of the beam p= (y, t) are 133 

given by  134 
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where C1, C2 and C3 are the following constants 136 
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After some manipulations, the satellite equations of motion in the state space [6] is given by  138 
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3 4x x  (7) 141 
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 (8) 142 

Where 2
4 1 3 24C C C C  , x1 = , x2 = d/dt, x3 = p and x4 = dp/dt.  143 

4. Simulation of the satellite control law using the M-GEOreal algoritm 144 

The non-linear control law [8] is given by 145 

1 1 2 2 3 1 2K x K x K x x      (9) 146 

where  is the control torque and K1, K2 , K3 are the nonlinear control law gains.  147 
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The M-GEOreal algorithm obtains the gains K1, K2 and K3 of the nonlinear control law aiming to minimize time 148 

and energy during a satellite rotation maneuvers. For each set of gains tried by M-GEOreal, the integration algorithm 149 

is called to calculate the value of time F1 and energy F2 using the following equations 150 

1F T  (10) 151 

  2 1 1 2 2 3 1 2 1 1 1
0

hT

i i i i i i
i

F K x K x K x x x x 


     (11) 152 

The equations of motion are integrated using a Runge-Kutta algorithm, which step is h, x1i and x2i are the angle 153 

and angular velocity of each i-th iteration. The controller optimization is done considering 0 < K1 < 20000, 0 < K2 < 154 

20000 and 0 < K3 < 20000. The satellite parameters values used in the simulation are presented in Table 1. 155 

 156 
Table 1 157 

Satellite parameters used in the simulations 158 

Parameters Description Value Unit 

Ah Cross section of the beam 7.5  10−4 m2 

 Alumininum density 2700 kg/m2 

l Beam length 2.0 M 

E Young’s modulus 7  1010 N/m2 

a1l Eigen value associated to the beam first mode of vibration 1.878 − 

Ih Moment t of inertia of the beam  1.5625  10−9 m4 

Io Satellite’s Moment of inertia  1125 kg.m2 

 Beam first mode of vibration 18,0001 rad/s 

R1 Half of the central body edge 0.75 M 

 159 

In order to stress the nonlinear terns of the plant at the end of the control action, the maneuver simulated is from 160 

an initial angle of 0o to a final angle of −90o. The idea of stressing the non-linear terns of the plant [8] permits to 161 

investigate the performance and robustness of the M-GEOreal controller. Figure 3 shows the Pareto Front, where it is 162 

possible to see the non-dominated solutions found by the algorithm.  163 

 164 

 165 

Fig. 3. Pareto front for an attitude maneuver from 0o to −90o. 166 
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The performance and robustness of the non-linear control law designed by the M-GEOreal algorithm is demon-167 

strated getting three sets of F1 , F2 , K1, K2 and K3 that are associated with three Pareto Front position, called so-168 

lution 1, 2 and 3, located at the right, medium and left positions.  169 

From Table 2, which shows the values of the three sets, one observes that time is inversely proportional to the 170 

energy, as expected. However, the gains associated with the linear part of the control law increase for quick ma-171 

neuver, and the gains associated with the nonlinear term of the control law decreases. From these results, one ob-172 

serves that, for quick maneuvers the non linear terms of the equations of motion needs to be tackle by high nonlinear 173 

terms of the control law.  174 

 175 
Table 2 176 

The Pareto front three set associated with solutions 1, 2 and 3 177 

 Solution 1 Solution 2 Solution 3 

F1  281.12 s 50.94 s 17.73 s 

F2 0.00926041 N.m 0.48416 N.m 13.8841 N.m 

K1 1.64053 41.142 53.3337 

K2 24.5172 155.887 175.031 

K3 214.214 753.913 40.212 

 178 

Figures 4 and 5 show the angular displacement and the angular velocity associated with the three solutions 1, 2 179 

and 3. From these figures, one observes that the three control law actions reflects the values of the three sets showed 180 

in Table 2, that is, more time less energy.  181 

 182 

 183 

Fig. 4. Angular displacement for the three solutions 1, 2 and 3. 184 

Figure 6 shows the flexible beans deformations for the three solutions 1, 2 and 3. One observes that the maneuver 185 

performed slowly (more time) excited less the panels flexibility. This result shows that the M-GEOreal algorithm 186 

permits to display the Pareto front, from where one can get the appropriated values of the gains that will satisfies the 187 

pointing requirements of the maneuvers. For instances, rigid flexible satellite mission with large attitude maneuvers 188 

and high pointing requirements must be performed by the non linear control law with gains of the solution 1. If the 189 

satellite can be considered as a rigid structure, one can use the gains of solution 3.  190 

 191 
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 192 

Fig. 5. Angular displacement for the three solutions 1, 2 and 3. 193 

 194 

Fig. 6. Flexible beam displacement for the three solutions 1, 2 and 3. 195 
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Finally, from Fig. 7, which shows the torques for solutions 1, 2 and 3, one observes that the energy spent de-196 

creases from solution 1 to solution 3, as expected.  197 

 198 

 199 

Fig. 7. Torques of the three solutions 1, 2 and 3. 200 

5. Final remarks 201 

The M-GEOreal multiobjective evolutionary algorithm was applied to design a nonlinear attitude control law, to 202 

perform a large angle maneuver of a rigid-flexible satellite, optimizing time and energy, simultaneously.  203 

The performance and robustness of the M-GEOreal controller was demonstrated using three solutions of the Pareto 204 

Front to perform the big maneuver control. The non-linear term of the rigid-flexible satellite model were stressed in 205 

order to investigate the non linear controller performance and robustness.  206 

From the Pareto front sets, one observes that time is inversely proportional to the energy, as expected. However, 207 

the gains associated with the linear part of the control law increase for quick maneuver, and the gains associated 208 

with the nonlinear term of the control law decreases. As a result, for quick maneuvers, the non linear terms of the 209 

equations of motions needs to be tackle by high nonlinear terns of the control law.  210 

The simulations have show that the angular displacement and velocity reflect the control law gains actions as-211 

sociated with the Pareto front set, that is, more time less energy. From the flexible beans deformations for the three 212 

solutions, one observes that the maneuver performed slowly (more time) excited less the panels flexibility. There-213 

fore, quick vibrations reductions introduce a tracking error resulting in a minimum attitude acquisition time. On the 214 

other hand, faster maneuvers can excite flexible modes in such way to lose pointing accuracy. 215 

As for satellite on board compute implementation, the M-GEOreal procedure is very promising, since the non 216 

linear control law gains designed, besides optimizing simultaneously the time and energy, they keep simplicity of 217 

constant gains.  218 
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